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"Not everything that counts can be counted, and not everything that
can be counted counts." — William Bruce Cameron

Abstract

Bibliometric measures for scientific journals such as journal impact factor, cited half-life, and article influence
score are readily available through commercial companies such as Thomson Reuters, among others. These
metrics were originally developed to help librarians in collection building and are based on the citation rates of
published papers. Yet, they are increasingly being used, albeit undeservedly, as proxies for peer review to assess
the quality of individual papers; and research funding, hiring, academic promotion and publication support
policies are developed accordingly. This paper reviews the use of such metrics by the Turkish Scientific and
Technological Research Council (TUBITAK) in its Support Program of International Scholarly Publications and
concentrates on the most recent policy changes. A sample of 228 journals was selected on the basis of stratified
sampling method to study the impact of changing algorithms on the level of support that journals received in
2013 and 2014. Findings are discussed and some recommendations are offered to improve the existing
algorithm.
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Introduction

Bibliometric measures such as journal impact factor (JIF) and cited-half life are based on
citation rates of published papers in the literature and their aging. They were originally
developed to help librarians in collection building and in making decisions as to how long the
back issues of journals should be kept in stacks (San Francisco, 2012). Yet, such bibliometric
measures are often used to assess the quality of individual papers, authors, and institutions.
They are increasingly being used, albeit undeservedly, as proxies for peer review to assess the
quality of individual papers; and research funding, hiring, academic promotion and
publication support policies are developed accordingly. Algorithms used to rank authors,
institutions or even countries are primarily based on such bibliometric measures as JIF and h
index (Simons, 2008). This paper reviews the use of such metrics by the Turkish Scientific
and Technological Research Council (TUBITAK) in its Support Program of International
Scholarly Publications and concentrates on the most recent policy changes.

Literature Review

The drawbacks of citation-based metrics, especially JIF, for research assessment is well
documented in the literature (e.g., Seglen, 1997; Guerrero, 2001; Simons, 2008; Browman &
Stergiou, 2008; Lawrence, 2008; Todd & Ladle, 2008; Balarama, 2013; Kotur, 2013; Marks,
Marsh, Schroer & Stevens, 2013; Marx & Bornmann, 2013; Casadevall & Fang, 2014;
Jawaid, 2014). Convincing arguments supported by empirical data were brought forward as to
why such measures should not be used to evaluate research (e.g., skewed citation
distributions, different publication and citation practices in Science vs. Social sciences, and
the manipulation of JIFs by editorial policies). Some researchers stressed the hidden dangers
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of a “citation culture” (Todd & Ladle, 2008) while others drew attention to how measurement
and “bean counting” harms science (Lawrence, 2008), as such metrics can easily be “gamed”
(Marks et al., 2013). The title of the editorial of the special issue on “the use and misuse of
bibliometric indices in evaluating scholarly performance” of the journal Ethics in Science and
Environmental Politics says it all: “Factors and indices are one thing, deciding who is
scholarly, why they are scholarly, and the relative value of their scholarship is something else
entirely” (Browman & Stergiou, 2008).

The San Francisco Declaration on Research Assessment (DORA), signed by researchers,
journal editors and publishers alike, strongly recommends not to use “journal-based metrics,
such as Journal Impact Factors, as a surrogate measure of the quality of individual research
articles, to assess an individual scientist’s contributions or in hiring, promotion, or funding
decisions” (San Francisco, 2012). “[M]ost experts agree that the JIF is a far from perfect
measure of scientific impact” (Bollen, Van de Sompel, Hagberg & Chute, 2009). Even
Thomson Reuters, the publisher of such metrics through its Journal Citation Reports (JCR), is
against using JIF to measure the quality of scientific papers (Marx & Bornmann, 2013, pp.
62-63). Yet, its use as “a tool of research assessment has reached epidemic proportions
worldwide, with countries like India, China and the countries of Southern Europe being
among the hardest hit” (Balaram, 2013, p. 1268). Some declared war on the impact factor
(Balaram, 2013) and advised that its use should be abolished (Hecht, Hecht & Sandberg,
1998). Nonetheless, it is believed that, despite its misuse and abuse, JIF “will retain its impact
and won’t fade away” (Jawaid, 2014).

Consequently, policies developed for hiring, academic promotion, research funding, and
monetary support to scientific publications in different countries tend to rely increasingly on
metrics based on citation rates of published papers. Turkey is no exception (Tonta, 2014). The
Higher Education Council of Turkey (YOK) and the Turkish Scientific and Technological
Research Council (TUBITAK) have been using journal impact factors for almost two decades
in their academic promotion policies and incentive programs to support scientific papers,
respectively.

The use of bibliometric measures for research assessment in Turkey along with their
suitability as criteria to evaluate research quality has recently been reviewed (Tonta, 2014).
This paper examines the most recent algorithmic changes introduced in 2013 and 2014 to rank
the journals in the Support Program of International Scholarly Publications (UBYT) of
TUBITAK and compares them with the earlier one (2012). The effects of year-to-year
changes on the consistency of the ranks of journals are also studied. Note that, as the
timeframe is short (2012-2014), we do not intend to study the impact of such changes on the
authors’ behaviour in terms of which journals they prefer to submit their papers to, journals’
acceptance rates or the length of time it takes to publish therein. Rather, we try to understand
the motives behind changes along with their effects on journal scores, which in turn determine
the rank of each journal and thus the amount of monetary support that TUBITAK provides to
the authors of papers that appeared in a specific journal.

TUBITAK’s Support Program of International Scholarly Publications

Since 1993, TUBITAK provides monetary support to the authors of scholarly papers that
appear in journals indexed by Thomson Reuters as an incentive to increase the number of
such publications. The journal impact factor (JIF) was the sole criterion for support until
2013. As is well known, the impact factor (IF) of a journal is measured by the number of
citations it gets in a given year to the papers published in it in the previous two years.
Thomson Reuters publishes JCRs annually in which journals in each subject discipline
covered by Science Citation Index (SCI) and Social Sciences Citation Index (SSCI) are
ranked according to their JIFs. TUBITAK used JCRs to determine the eligible journals and
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categorized the top 25% of journals in each subject discipline as Group “A”, the next 25% of
journals as Group “B” and the remaining 50% of journals as Group “C” (and “Group D” for
social §cience journals—the bottom 10% of the remaining 50% of journals) (UBYT Programu,
2012).

In 2013, TUBITAK has almost quadrupled the amount of support per paper. In parallel with
this decision, TUBITAK also changed the rules to further classify journals with high IFs by
developing its own “journal impact factor”. Rather than simply classifying journals as A, B,
C, and D on the basis of JCR’s two-year JIF data, TUBITAK decided to use JCR’s five-year
JIFs and cited half-lives of journals in each discipline and multiplied the two figures to come
up with its own JIF and ranked journals accordingly. (Cited half-life of a journal is the
median—in years—of citations to papers published in it in a given year and depends on how
fast the literature obsolesces in subject disciplines.) TUBITAK then took the average
TUBITAK JIF of ranked journals and identified the journals with 2 standard deviations (SD)
above and below the average to award them the maximum (5,000.00 Turkish Lira®) and
minimum (500.00 TL) amount of support, respectively. Journals in between were awarded on
the basis of a linear transformation formula taking the number of journals in each JCR
discipline into account. This formula was criticized by some (Batmaz, 2013) as it happened to
downgrade the ranks of some “A class” Archaeology journals considerably, thereby making
them least supported ones. Similarly, the 2013 algorithm ranked 56% of Geology journals
lower, including Tectonics, one of the most prestigious journals in this discipline (Yaltirak,
2014, p. 18).

Apparently, the new algorithm did not fulfill its objectives and TUBITAK, after using it for
only one year, quickly replaced it in 2014 with the one that is based on JCR’s article influence
score. The 2013 transformation formula was used in 2014 to determine the exact amount to be
paid to each journal (TUBITAK, 2013; 2014 Yil1, 2014). Comparable to IF, average influence
score (AIS) is “a measure of the average influence, per article, of the papers in a journal”
(Bergstrom, West & Wiseman, 2008) and is similar to Google’s PageRank algorithm in that
citations coming from papers in highly cited journals are weighted more heavily (Franceschet,
2010; Arendt, 2010). It is based on the number of citations, nonetheless. AIS is “the most
stable indicator across different disciplines” (Franceschet, 2010) and can therefore be used for
interdisciplinary comparisons (Arendt, 2010).

The drawbacks of metrics used by TUBITAK (JIF, TUBITAK’s own JIF consisting of JCR’s
five-year IF and cited-half life and AIS) were discussed in detail elsewhere (Tonta, 2014).
What follows is a survey based on a sample of 228 journals supported by TUBITAK to see
the impact of changes introduced in 2013 and 2014.

Method

In order to find out the impact of most recent changes introduced in 2013 and 2014, we used
TUBITAK s list of journals supported in 2012° to draw a sample. The list has a total of
11,562 journals. As explained earlier, TUBITAK categorized these journals in 2012 under
Groups A, B, C and D according to JIFs reported in Thomson Reuters’ JCR. The distribution
of 11,562 journals under categories is as follows: Group A: 4,205 (or 36%) journals; Group
B: 2,446 (or 21%) journals; Group C: 4,711 (or 41%) journals; and Group D: 200 (or 2%)
journals. Social sciences journals constituted about one third of all journals. We selected a
sample 232 journals (or 2% of the population) using stratified sampling method. Journals
under Groups A, B, C and D formed the four strata. Two numbers between 1 and 100 were

! For more detail on TUBITAK ’s classification of journals, see Tonta (2014).
? Circa 2,000.00 USD.
3 Available at http://ulakbim.tubitak.gov.tr/tr/hizmetlerimiz/ubyt-yayin-tesvik-programi.
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identified (37 and 54) randomly and every 37th and 54th journal titles were selected. Table 1
provides population parameters and sample statistics.

The distribution of Science and Social science journals in the sample is quite similar to that of
population. This can be interpreted as an indication of the generalizability of findings to the
population with a calculated margin of error. The original sample size was 232 but 4 journals
under Group D were later discarded to simplify the comparisons. Journals supported in 2013
and 2014 are not available as single lists but can be searched using a search engine available
at the site.* All 228 journal titles in the sample were searched and their journal scores as well
as the amount of support they would get were recorded. Six journals’ in the 2012 list were no
longer available in 2013 and 2014 among the supported journals and they were replaced with
the next ones (e.g., 38th or 55th record) provided they were in the same category of Science
and Social Science journals (e.g., Groups A, B, and C).

Table 1. Population parameters and sample statistics.

Population parameters Sample statistics
Social Social
Science Science Total Science Science Total
Group N % N % N % N % N % N %
A 2037 48 2168 52 4205 100 40 48 44 52 84 100
B 1824 75 622 25 2446 100 36 72 14 28 50 100
C 3763 80 948 20 4711 100 77 82 17 18 94 100
D -- -- 200 100 200 100 - - 4 100 4 100
Total 7624 100 3938 100 11562 153 79 232

It should be noted that the minimum and maximum amounts for 2012, 2013 and 2014 were
fixed (433.00 TL and 1,300.00 TL for 2012 and 500.00 TL and 5,000.00 TL for 2013 and
2014). As journals in 2012 were awarded fixed amounts of support depending on which group
they belonged to, the figure for each journal was obtained by checking its group (e.g., A, B,
C) as well as its being a Science or Social science journal. Social science journals were paid
twice the amount of what is determined for each group (e.g., the author of a paper published
in a Social science journal under group A was awarded 2,600.00 TL instead of 1,300.00 TL).

Findings

Table 2 below provides descriptive statistics for 228 journal titles including the quartiles.
Despite the fact that the amount of support was increased in 2013 to 5,000.00 TL, the mean
and median values do not seem to be affected much from this increase. The percentage of
increase for the journals in the 3rd quartile is noticeable (19%), the reasons for which will be
discussed shortly.

Figure 1 provides the scatter graph of the amount of support given by TUBITAK in 2012,
2013 and 2014 to the authors of papers that appeared in 228 journals sampled. Note that the
blue line represents the 2012 figures and ranked in descending order by the amount of
support. The amount was fixed depending on which group the journal belonged to. The
authors of articles that appeared in Groups A, B, and C journals were paid 1,300.00, 867.00,
and 433.00 Turkish Lira (TL), respectively.® If the paper appeared in a Social science journal,

* http:// http://www.ulakbim.gov.tr/

> Or, they might have been discontinued or their names might have changed. Replaced journal titles are: Journal
of Dental Research, Tulsa Studies in Women’s Literature, Journal of Electronic Imaging, Plasma Physics
Reports, and Vie et Milieu — Life and Environment.

% The authors of case studies, technical communications, letters to the editors, etc. received half this amount.
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the amount of support is doubled so that the authors of Social science papers will be further
encouraged. Therefore, the solid blue line at 2,600.00 TL and 1,733.00 TL represent both 43
Group A and 14 Group B Social science journals, respectively, whereas the blue line at
1,300.00 TL represents 41 Group A Science journals. The 867.00 TL band represents both 35
Group B Science journals and 17 Group C Social science journals. The 433.00 TL band
represents 78 Group C Science journals.

Table 2. The amount of support (in Turkish Lira*).

2012 2013 2014 Increase 2013-2014 (%)
Mean 1176 1317 1403 7
Minimum 433 500 500 0
Ist quartile 433 533 558 5
Median 867 829 874 5
3rd quartile 1408 1518 1806 19
Maximum 2600 5000 5000 0

*Rounded to the nearest whole number.
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Figure 1. The scatter of journals by the amount of support in 2012, 2013 and 2014 (N = 228).

As indicated earlier, the maximum amount of support in 2013 was increased to 5,000.00 TL
(the minimum being 500.00 TL). Note that the Group A journals of 2012 received relatively
less support in 2013 and 2014. Out of 84 journals classified under Group A in 2012, only 15
(18%) maintained their top positions in the following years.” However, the positions of Social

7 The amount between 500.00 TL and 5,000.00 TL was divided into three equal groups and the ones that were
awarded between 3,500.00 TL and 5,000.00 TL are considered as top journals.
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science journals classified under Group A fluctuated more than that of Science journals. Only
3 out of 43 Social science journals (7%) maintained their top positions as opposed to 12 out of
41 Science journals (29%).

Note that 2013 and 2014 figures are scattered without seemingly any discernible pattern (Fig.
1), as the 2012 figures are ranked in descending order by the amount of support and they do
not necessarily correspond with the amounts in 2013 and 2014. Although statistically
significant, the correlation between the amount of support to journals in 2012 and 2013 and
that in 2012 and 2014 was rather low (Pearson’s r = .289 and .231, p = .000, respectively).
The correlation between the 2013 and 2014 journals was moderate (Pearson’s r = .767, p =
.000) (see Fig. 2).
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Figure 2. The scatter of journals by the amount of support in 2013 and 2014 (N = 228).

It is estimated that some 30,000 scholarly journals are published in the world. Thomson
Reuters indexes about 12,000 of them and TUBITAK supports almost all of them
(TUBITAK’s 2012 journal list had 11,562 journal titles). It should be pointed out that
TUBITAK’s threshold for support is rather low. As Figures 3 and 4 below show, about one
third of journals barely meet the minimum criteria and get the minimum amount of support
(500.00 TL). It is reasonable to suggest that after careful consideration support to more than
3,000 journals can easily be discontinued.
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Figure 4. Relationship between journal score and the amount of support in 2014.

It should also be pointed out that the new policy discourages the authors of papers that appear
in journals with low Article Influence Scores to seek support. As Figure 3 and 4 show, the gap
between the journal scores and the amount of support starting from about 27%-35% gets
widened. In other words, the amount of support is not that high for journals with relatively
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lower AISs. More than 90% and 80% of journals received less than 2,500.00 TL (half the full
amount of 5,000.00 TL) in 2013 and in 2014, respectively. Journals that received more than
4,000.00 TL support were about 5% of all journals in both 2013 and 2014. The situation was
even worse for Social science journals (Fig. 5). This trend can also be followed from the last
column of Table 2. The percentage of increase for the journals in the third quartile between
2013 and 2014 was 19% while it was only 5% for the journals in the first and second
quartiles. This could be interpreted as a positive sign to encourage the authors to publish in
more prestigious journals with higher AISs. Note that if the amount was less than 100.00 TL
per co-author for papers with multiple authors, no support is provided. This is a further
disincentive for authors not to claim the TUBITAK support for papers that appear in journals
with low impact factors or article influence scores.
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Figure 5. The amount of TUBITAK support for Science and Social science journals in 2014.

As we explained earlier, TUBITAK classified the second half of journals in Science
disciplines listed in JCR under Group “C” and provided minimum support (433.00 TL per
article) for these journals. (For Social Science disciplines, the second half of journals were
divided into two: the top 40% of them being labeled as Group “C” and the remaining 10% as
Group “D”. Later, TUBITAK stopped supporting the authors of papers publishing in journals
under Group “C” in Sciences (i.e., the last 50% of journals) and Group “D” in Social Sciences
(i.e., the last 10% of journals) (UBYT Uygulama, 2012). As Group C Science journals
constituted about one third of all journals supported in 2012, we wanted to see if they get
supported after the policy changes in 2013 and 2014. Our sample included 77 Group C
Science journals (one third of all sampled journals) (Table 1). It appears that all of them got
supported both in 2013 and 2014. However, the overwhelming majority of them received very
little support. As mentioned earlier, the 2013 algorithm was based on five-year JIFs and cited
half-lives whereas the 2014 algorithm was based on article influence scores. Recall that the
amount of support was increased almost four times starting from 2013. If TUBITAK were to
continue supporting Group C Science journals, the amount would have been equal to 1,665.00
TL. Yet, the number of Group C Science journals receiving 1,665.00 TL (or higher) support
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was only 2 in 2013 and 5 in 2014. The average amount of support in 2013 and 2014 were
701.00 TL (median=564.00 TL) and 770.00 TL (median=577.00 TL), respectively.

As JIFs and article influence scores are both based on the number of citations, it is not that
surprising to see that journals that performed poorly in 2012 did so, too, in 2013 and 2014.
What is surprising to see though is that TUBITAK seems to have nullified its earlier decision
of not supporting Group C Science journals. A very few of those journals performed
differently in 2013 and 2014 when new algorithms were used.

Discussion and Conclusion

It appears that the two algorithms used by TUBITAK in 2013 and 2014 are not that different
from each other after all, even though the former was based on Thomson Reuters’ JIFs and
cited half-lives and the latter on article influence scores (AIS). However, as mentioned earlier,
AIS is the most stable indicator and the average influence of journals can therefore be
comparable across disciplines (Franceschet, 2010; Arendt, 2010). JIFs and AISs are highly
correlated with each other and papers published in high impact journals usually have high
AISs (Arendt, 2010; Rousseau & STIMULATE 8 Group, 2009). Arendt (2010) examined the
relationship between the two metrics using 5,900 journals listed in JCR Science Edition
(2007) and found that both JIFs and AISs vary by discipline. Moreover, the correlation
between the two metrics was quite high (Pearson's r (172) = .896) and statistically significant
(p < .001). Arendt (2010) cautioned that these two metrics should not be used formulaically
for research assessment and for ranking scientific papers, authors or institutions.

This advice should be taken into account by TUBITAK as well. As the algorithm based on
AIS is more stable and does not vary that much by scientific disciplines (Arendt, 2010;
Franceschet, 2010), its use should be monitored closely by TUBITAK to see if it merits
further refinement.

The support to journals in the lower end of the scale should be discontinued. Having decided
in 2012 to discontinue support to Group C Science journals, it is not clear why TUBITAK
reversed its decision the following year without monitoring how these journals performed
with the new algorithms used in 2013 and 2014. In fact, the performance of all journals
should be monitored to fine-tune the algorithms used.

TUBITAK is of the opinion that its support program caused to increase the number of
scientific publications over the years. Turkey has indeed performed very well and became the
18th country in the world in terms of the number of scholarly papers published in ISI-indexed
journals. However, the positive correlation between the amount of support provided by
TUBITAK and the number of papers with Turkish affiliations is not a strong argument in and
of itself® to justify the continuance of the support program because correlation does not
necessarily mean causation. The existing support to papers published in low impact journals
could very well be the main cause of this positive correlation. This merits further research
because TUBITAK support does not seem to have encouraged the authors to publish in more
prestigious journals.

In conclusion, bibliometric performance measures alone are not the sole criteria for research
assessment and, as the Board of Directors of IEEE recently recommended, they “should be
applied only as a collective group (and not individually)” (IEEE, 2013, original emphasis).
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Abstract

This paper examines the bibliometric characteristics of book editors and non-editors, focussing on gender, career
stage, number of publications and collaboration practices. The data consist of 8970 Flemish affiliated researchers
with at least one publication between 2000 and 2011 in the comprehensive Flemish academic bibliometric
database (VABB-SHW). The analysis shows that most book editors are established male researchers while most
non-editors are non-established male researchers. Moreover, males are more likely to be editors than are females.
Half of the established editors edit more than 1 book, in contrast to only a small number of non-established
editors. Overall, book editors publish more than non-editors, but, when controlling for career stage, book editors
publish even more book chapters and monographs than do non-editors. Although editors are highly collaborative
while editing a book, no significant differences were found in the number of collaborative articles, monographs,
book chapters and proceedings written by editors and non-editors.

Conference Topic
Country-level studies

Introduction

Bibliometric studies have demonstrated the importance of books to many disciplines
belonging to the Social Sciences and Humanities (SSH). There is a growing consensus among
researchers and policy-makers that scholarly publication patterns and their underlying
research cultures cannot be adequately analyzed without the inclusion of books (Hicks, 2004;
Nederhof, 2006; Sivertsen, 2009). So far, this insight has resulted in a limited number of
studies on books in the SSH, mostly focused on scholarly monographs. A book publication
type that has received far less attention is the edited book. Editing a book often appears to be
undervalued for academic careers (Edwards, 2012) but, in Flanders, from 2010 onwards,
edited books are included in the funding system (Ossenblok & Engels, 2015) which gives
incentives to individual researchers to take on book editorships (Glaser & Laudel, 2007).

We define an edited book here as a collection of chapters written by different authors,
gathered and harmonized by one or more editors (Ossenblok & Engels, 2015) and identifiable
by the presence of an ISBN. Edited books have been shown to comprise a sizeable share of
the publication output of many SSH disciplines, especially in the humanities (Leydesdorff &
Felt, 2012; Nederhof, 2006). In Flanders, the Northern Dutch-speaking part of Belgium, about
2% of all peer reviewed publications in the SSH are edited books, with up to 6% in
Linguistics, Literature and Theology (Engels, Ossenblok, & Spruyt, 2012). Compared to
monographs, edited books have significantly higher citation rates, especially in social science
disciplines (Torres-Salinas, Robinson-Garcia, Cabezas-Clavijo, & Jiménez-Contreras, 2013).
This paper presents a bibliometric case study of the characteristics of book editors, for which,
to the best of our knowledge, no previous studies exist. We analyse comprehensive
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publication data and present four elements of a general profile of these scholars: career stage;
gender; number of publications; and collaboration practices. We hypothesise that scholars
tend to edit books only when they are established researchers that are at the forefront of
scholarly collaboration.

Data and methods

The data set consists of 8970 authors affiliated with one of the five Flemish universities and
who have published a minimum of one peer reviewed publication in the period 2000-2011: a
journal article, monograph, edited book, book chapter and/or proceedings paper included in
the VABB-SHW (for a full account see: Engels et al., 2012). Because of the use of this
database for funding in Flanders, this database appears to be close to exhaustive in its
coverage of Flemish research. In addition to the data found in the VABB-SHW, we also
determined the gender of all authors. For this, two researchers independently divided all
unambiguous first names into two groups: male names and female names. The remaining
authors were looked up on the internet, resulting in an additional 1462 gender matches.

A comparison was made between two subsets: book editors (researchers who have published
a minimum of 1 peer reviewed edited book in the period under study); and all other
researchers, called here non-editors although they may be journal editors or may have edited
books during other periods of time. Furthermore, we differentiated between established and
non-established researchers. Established researchers are defined in this study as having a total
of 12 publications or more and at least one publication in a minimum of 6 different years in
the period 2000-2011. These heuristics were chosen after inspection of typical properties of
authors in the database. Of course, non-established researchers may have many publications
within up to five years, may have a prolific consistent set of outputs before or after the period
analysed, or may have many outputs of a type not recorded in the database (e.g., book
reviews, performances). Nevertheless, the criteria seem to be effective at differentiating
between two sets of researchers, the first of which contains researchers that can reasonably be
thought of as being established and the second of which probably contains a much lower
proportion of established researchers. Cramer’s V was used to measure the strength of the
correlation between the different subsets, resulting in a number between 0 (no association)
and 1 (maximum association). In addition the Mann-Whitney U test, a rank-based
nonparametric test, was used to determine whether there were differences between the subsets
on the different characteristics under study, using p=0.05 as the threshold for statistical
significance.

Results

Career stage and gender

Figure 1 shows the proportion and number of established and non-established, male and
female editors and non-editors in our study. In total, 676 (7.5%) researchers had published
one or more edited books (i.e., editors), and 8970 (92.5%) researchers had not published an
edited book (i.e., non-editors). Figure 1 demonstrates that 55.9% (n=378) of editors are
established researchers whereas 13.3% (n=1102) of non-editors are established researchers.
Furthermore, 74.3% (n=502) of editors are male whereas to 58.9% (n=4883) of non-editors
are male. In addition, 9.3% of all male researchers are editors and 4.9% of all female
researchers are editors. Furthermore, 25.5% of all established researchers are editors, whereas
only 4% of all non-established researchers are editors. Altogether, 43.5% (n=294) are male
established editors, 30.8% (n=208) are male non-established editors, 13.3% (n=90) are female
non-established editors and 12.4% (n=84) are female established editors. Different
proportions occur in the subgroup of the non-editors where 49.1% (n=4070) are male non-
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established researchers, 37.6% (n=3122) are female non-established researchers, 9.8%
(n=813) are male established researchers and 3.5% (n=289) are female established
researchers.

established researchers | non-established researchers

, ‘ ‘ 90 208
editors
ale male

established
researchers | non-established researchers

.[ 3122 | 4070
non-editors
male male

1 1 1 1 1 1 1 1

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Figure 1: Share and number of established and non-established, male and female editors and
non-editors (2000-2011).

There is a moderate association (Cramer’s V=0.134; p=.000) between gender and career
status overall (see also Figure 1). However, when looking at the different subsets, the
correlation between gender and career status is stronger within the subset of non-editors
(Cramer’s V=0.119; p=.000) than within the subset of editors (Cramer’s V=0.091; p=.000).
Overall, though, career status has a stronger association with editorship than with gender
(resp. Cramer’s V=0.304; p=.000 and Cramer’s V=0.083; p=.000). Therefore in the rest of
this study we will focus on differences in career status rather than gender.

Number of publications

Table 1 shows the mean and median number of edited books, articles, book chapters,
monographs and proceedings for all editors and non-editors. In addition, the table displays the
difference between non-established and established researchers. Overall, editors publish on
average a greater number of all publication types than do non-editors. However, established
non-editors publish on average more articles than do established editors. Mann-Whitney U
tests were run to test for differences in numbers of publications between editors and non-
editors for all publication types except edited books. The distributions of all the publication
types for editors and non-editors and for established and non-established researchers were
visually similar. The differences between editors and non-editors are statistically significant
for all publication types (all p=.000). When comparing established editors and established
non-editors, all differences are significantly different (p=.000) except for the numbers of
proceedings (p=.138). When comparing non-established editors with non-established non-
editors, the differences for articles (p=.119) and proceedings (p=.911) were not significantly
different, whereas the differences for book chapters and monographs were (both p=.000).
Furthermore, Table 1 shows that the median of numbers of edited books differ between
established and non-established editors. Non-established editors are more likely to have
(co—)edited one book whereas established editors are more likely to have more than 1 edited
book. More specifically, 83.2% of all non-established editors have one edited book, whereas
48.4% of all established editors have one edited book, 24.3% have two edited books and
27.2% have three or more edited books.

780



Table 1: The mean and median (med) number of edited books, articles, book chapters,
monographs and proceedings for all established and non-established editors and non-editors
(2000-2011).

) ) book )
edited books articles chapters monographs | proceedings
mean | med | mean | med | mean | med | mean | med | mean | med

established |5 o\ 51 5060 | 14| 792 6| 059 0] 097] o

researcher

5 non-
=S| established | 1.22 1] 293 21 2.31 21 0.16 0| 0.17 0

= researcher
total | 1.76 1| 12.82 71 5.44 4| 040 0| 0.62 0
cstablished _ ~1 2600 18| 1.57 1| 022 0] 0.82 0

o researcher

'—% non-
© | established - -1 3.00 21 0.29 0| 0.03 0| 0.16 0

§ researcher
total - -1 6.06 2| 046 0| 0.05 0| 0.24 0

Collaboration practices

For both editors and non-editors, Figure 2 shows the proportion of their edited books, articles,
book chapters, monographs and proceedings that have been published in collaboration (i.e.,
multiple authored versus single authored publications). Editors collaborate the most while
editing a book (90.3%; n=1827), which is in agreement with previous research demonstrating
that most edited books are co-edited (Ossenblok & Engels, 2015). Furthermore, established
editors collaborate more than non-established editors for all publication types under study
(p=.000). Altogether, though, non-editors seem to collaborate more for articles, book
chapters, monographs and proceedings than do editors. Mann-Whitney U tests were run to
determine if editors and non-editors differ significantly in their numbers of collaborative
publications. The different distributions of all the publication types, except edited books, were
visually similar. The numbers of collaborative publications of editors and non-editors were
statistically significantly different for book chapters and monographs (both p=.000) but not
for articles (p=.282) and proceedings (p=.116). Thus, non-editors collaborate significantly
more in book chapters and in monographs than do editors. In addition, when comparing non-
established editors with non-established non-editors, no significant difference in the number
of collaborative publications was found for all publication types separately (but p=.000 for
articles, monographs and book chapters; p=.005 for proceedings). However, when
distinguishing between established editors and non-editors, the differences are significant for
all publication types separately (p=.000) except for proceedings (p=.208). In sum, established
non-editors collaborate more than do established editors for articles, monographs and book
chapters.

Discussion and conclusions

Within a comprehensive collection of Flemish affiliated authors' publications for 2000-2011,
this paper demonstrates that 7.5% of the authors have edited one or more books, that more
than half of the book editors are established researchers, and that 3 in 4 editors are male.
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Female researchers are less likely to be established than are male researchers and this
difference is more pronounced for non-editor than for editors. As career status in this study is
defined through numbers of publications and publication years, these findings confirm
previous findings that male researchers are often more productive than are their female
colleagues (Lariviere et al., 2013; Puuska, 2010).
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Figure 2: The proportion of collaborative and solo publications for all editors and non-editors
by publication type.

Editors tend to publish significantly more articles, book chapters, monographs and
proceedings than do non-editors. However, the differences are not statistically significant
between the average number of proceedings of established editors and non-editors and
between the average number of articles and proceedings of non-established editors and non-
editors. Most non-established editors published only 1 edited book in the period under study,
whereas more than half of the established editors published 2 or more edited books. This
might be due to the need for a large network and good networking skills for gathering
contributions from individual chapter authors for an edited book (Edwards, 2012; Thomas &
Hrebenar, 1993). We therefore expected editors to be more collaborative than were non-
editors for all publication types, but although 9 out of 10 editors collaborated while editing a
book, non-editors collaborated significantly more for book chapters and monographs than did
editors. Furthermore, no significant difference was found in the number of collaborative
articles and proceedings between editors and non-editors. As edited books are more common
in humanities disciplines (Engels et al., 2012) and the humanities have been known to
collaborate less than the social sciences in articles and book chapters (Ossenblok, Verleysen,
& Engels, 2014), the low level of collaboration of editors might be due to them tending to be
humanities scholars.

Overall, the findings offer a first insight into some of the bibliometric characteristics of
editorship. Future research will focus on disciplinary differences in collaboration practices
between book editors and non-editors. A more detailed analysis of collaboration practices will
involve not only the number of collaborative publications, but also the number of co-authors.
As previous research (Ossenblok & Engels, 2015) has shown, edited books are often
published in English, and so the study of the number of international co-authors and co-
editors will broaden our knowledge about the international nature of the collaboration
network of the editors. In addition, links between book editors and their chapter authors
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would provide a more complete picture of the collaboration practices of book editors. This
would contribute greatly to our understanding of collaborative practices in the SSH.
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Abstract

This paper presents an analysis of scientific research output of the republics of former Yugoslavia for the period
1970-2014. Thomson Reuters” Web of Science (WoS) database was used for data acquisition and 223 135
publications have been analyzed. The Yugoslav Wars were ethnic conflicts fought from 1991 to 1999 on the
territory of former Yugoslavia, which accompanied the breakup of the country, and today, each republic of
former Yugoslavia is an independent country, as well as the province of Kosovo. Results of the analysis are
represented by four figures depicting cooperation networks between former Yugoslav republics and the province
of Kosovo for the periods before the Yugoslav wars (from 1970 until 1990), during the wars (from 1991 until
1999), in the first decade after the wars (from 2000 until 2009), and in the last 5 years (from 2010 until 2014).
The impact of the wars on scientific cooperation in the republics has been studied.

Conference Topic
Country-level studies

Introduction

The Socialist Federal Republic of Yugoslavia (SFRY) was established in 1946, after World
War II. It was divided into six Republics (Serbia, Croatia, Slovenia, Bosnia & Herzegovina,
Macedonia and Montenegro) and two autonomous provinces on the north and south of Serbia
(Vojvodina and Kosovo). The Yugoslav Wars were ethnic conflicts fought from 1991 to 1999
on the territory of SFRY, which accompanied the breakup of the country. Today, each
republic of former SFRY is an independent country. A Kosovo declaration of independence
was adopted on 17 February 2008 by the Assembly of Kosovo, but the legality of this
declaration have been disputed by the Serbian Government and other countries (e.g. the
Russian Federation and China). This paper analyses the scientific cooperation in the republics
of former SFRY and the province of Kosovo before, during and after the Yugoslav wars. The
purpose of this analysis is to answer how the Yugoslav wars and social crises during and
around those wars affected scientific productivity and scientific cooperation in these republics
and whether this cooperation has recovered 15 years after the wars.

Related work

Bibliometric analysis is a useful method for characterising scientific research (Moravcsik,
1985; Fu & Ho, 2013) and this method can be used for analysing scientific cooperation in
different countries and regions (Leta & Chaimovich, 2002; Wagner & Leydesdorff, 2005; Ho
et al., 2010). Citations of a publication are not a direct measure of quality and significance,
but they reflect the visibility and impact of the publication on the scientific community
(Furlan & Fehlings, 2006; Baltussen & Kindler, 2004). The number of times an article was
cited correlates significantly with the number of authors and the number of institutions
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involved in collaboration (Figg et al., 2006) and highly cited articles are usually authored by a
large number of scientists, often involving international collaboration (Aksnes, 2003). Thus,
scientific cooperation is important for the further development of world science and for the
further economic development of a region or country.

The impact of social aspects, economic and social crises, political crises and wars on
scientific cooperation in some regions has already been studied. For example, de Bruin and
colleagues (1991) stated that the cooperation between the Gulf States and former western and
eastern bloc has been strongly affected by political crises, which culminated in the Operation
Desert Storm in 1990. There are also studies that deal with the countries of the former SFRY
like Lewison and Igic (1999), Igic (2002), Lukenda (2006), Puki¢ et al. (2011) and Kutlaca et
al. (2015). Furthermore, Jovanovi¢ et al. (2010). analysed the publications and cooperation
between the republics of former SFRY and the province of Kosovo is analyzed for the years
from 1970 until 2007. The authors found that the Yugoslav wars had a severe impact on the
cooperation networks of former SFRY republics. Furthermore, they also found that the
process of recovery started with the ending of the conflicts, but that scientific cooperation
recovered faster in some of those republics. The current paper revisits the data and methods of
this study by analysing publications of former SFRY republics and the province of Kosovo
from 1970 until 2014, thus broadly extending the database and improving the methodology.
Thus, the purpose of this analysis is to answer whether scientific cooperation in all former
SFRY republics is fully repaired 15 years after the Yugoslav wars or whether the
interpretation of the findings of the 2010 study has to be reformulated.

Methodology

Similar to the 2010 study, Thomson Reuters” Web of Science (WoS) database was used for
data acquisition. This time, however, the Arts & Humanities Citation Index Expanded was not
covered, because the authors’ institutions did not have access. But in addition to the Science
Citation Index Expanded (SCIE) and the Social Science Citation Index (SSCI) (which were
also used in 2010), both conference proceedings citation indexes (Science and Social
Sciences) were covered by the search queries. This was done in order to get a more complete
coverage of the publication output of the former Yugoslav countries. Again similar to 2010,
the search queries consisted of the names of cities from the former Yugoslav countries, since
before 1990 all successor states belonged to SFRY. In 2010, a total of 133 city and town
names were used in the search queries (including synonyms of city names). For the current
study, we also used search queries that consisted of the country names (Yugoslavia and all
successor states) in order to find city and town names (and synonyms), which were missing in
our city search queries. In addition to that, the maximum number of 50 search arguments in
WoS (still existing in 2010) is no longer limited which meant that we were able to use much
longer search queries for the current study. Because of this, the new search query included
769 city and town names along with synonyms, misspellings etc. This has led to a much
broader database and a better allocation of publications to their respective states, in
comparison to the data used in 2010. In 2010, the data set consisted of 103 963 publications
(for the years 1970 to 2007), the current study has 121 602 publications for this time period
(20% more) plus 101 533 publications for the years 2008 to 2014, which brings the complete
data set to a total of 223 135 publications. We rechecked whether these publications were all
from the correct countries by using WoS exclude tool and removing all publications from the
seven Yugoslav successor states. The remaining publications consisted of around 1% of the
total data set and manual checks of these publications have shown that most of these were still
relevant but wrongly indexed (for example publications from Kosovo which were attributed
to Albania). This leads us to believe that our data set includes all publications from the former
SFRY, which can be found in the WoS.
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We analysed the data set using a proprietary bibliometry toolbox (programmed at Fraunhofer
INT) and the following measures and method: (1) Absolute number of publications for each
state (2) Absolute number of cooperation for each state and (3) Visualization of the Yugoslav
cooperation network. In our future studies, we will add measures like Salton’s measure and
others.

Results

Results of the analysis are represented by four figures depicting cooperation networks
between former Yugoslav republics and the province of Kosovo for the periods before the
Yugoslav wars (from 1970 until 1990), during the wars (from 1991 until 1999), in the first
decade after the wars (from 2000 until 2009), and in the last 5 years (from 2010 until 2014).
Each republic’s and the province of Kosovo’s publications indexed by WoS have been
represented in figures by a circle which size is proportional with the number of publications
published by researchers from each respective republic. Lines between those circles represent
cooperation of researchers in writing publications and line thickness is proportional with the
number of collaborative publications of researchers from two republics whose circles are
connected by the line. A cooperation was counted whenever more than one institution that
published a paper was located on the territory of the former Yugoslavia and these institutions
were not from the same republic. Cooperation between three or more republics are quite rare.
These were enumerated as a set of multiple bilateral cooperation.
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Figure 1. Visualisation of the cooperation network for 1970-1990 (before Yugoslav wars).

Figure 1 depicts the cooperation network for the period before the Yugoslav wars.
Researchers from Serbia published the highest number of publications before the wars,
followed by researchers from Croatia. Those two republics were the most productive
republics and cooperated the most in former Yugoslavia. Slovenia, according to the
productivity of its researchers and to the cooperation in this period, was in the middle between
the groups of “big” republics by scientific productivity (Serbia and Croatia) and the group of
“small” republics (Bosnia and Herzegovina, Macedonia, Montenegro and the province of
Kosovo). Before the war, the most productive “small” republic was Bosnia and Herzegovina.
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The Yugoslav wars started in 1991 and they led to a strong decrease of scientific cooperation
in the republics in the 90’s. Also, it affected the ratio of scientific productivity between
republics during the wars. Figure 2 depicts the cooperation network for the period 1991-1999
which is the period of Yugoslav wars. Before the wars, Serbia was cooperating strongly with
Croatia, Slovenia and Bosnia and Herzegovina. The cooperation triangle between Serbia,
Croatia and Slovenia almost disappeared in the 90’s, as well as the cooperation triangle
between Serbia, Croatia and Bosnia and Herzegovina. However, scientific cooperation
between Croatia and Slovenia was strengthened in this period. The reason for that is the fact
that the conflict between Serbia, Croatia and Bosnia and Herzegovina during the wars was
much stronger than the conflict between Croatia and Slovenia. Also, effects of the wars were
much less on Slovenian economy than on the economies of other republics. War in Slovenia
ended after ten days in 1991. Also, Macedonia remained at peace throughout the Yugoslav
wars and declared its independence in September of 1991. Thus, the ratio of scientific
productivity of Slovenian and Macedonian researchers in comparison to the other republics
researchers had been changed in favour of Slovenia and Macedonia. In this period and in the
followings periods Slovenia became a member of the group of “big” republics.

Figure 2. Visualisation of the cooperation network for 1991-1999 (during Yugoslav wars).

Figure 3 depicts the cooperation network for the period 2000-2009 which is the first decade
after the Yugoslav wars. Scientific cooperation in this period between Serbia and Slovenia
was strengthened again. The cooperation triangle between Serbia, Croatia and Slovenia was
not as strong as before the wars (taking into account that the overall publication output
increased), but it seems as if this cooperation triangle was resurfacing again.

Figure 4 depicts the cooperation network for the period 2009-2014. In this period Serbia has
returned to having the most publications as before the Yugoslav wars. Reasons for this
include introduction of a new rulebook for evaluation prescribed by the Ministry of
Education, Science and Technological Development of the Republic of Serbia in 2008. That
rulebook requires researchers must have articles published in journals in the Web of Science
database for the promotion to scientific positions. In addition, the increase in the number of
publications was influenced by the fact that several journals based in Serbia have, in recent
years, started to be indexed by Web of Science: e. g. Vojnosanitetski Pregled, Archives of
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Biological Sciences, Srpski Arhiv Za Celokupno Lekarstvo, Journal of the Serbian Chemical
Society, etc. Those journals published a considerable number of articles written by Serbian
researchers in the period 2010-2014 (Ivanovi¢ and Ho, 2014). The strengthening of the
cooperation triangle between Serbia, Croatia and Slovenia started in the period 2000-2009
continues in the last five years. We conclude that this triangle is fully recovered.

)21 1382
e 302 < X <1842

| 542 < X
AN ==
Figure 3. Visualisation of the cooperation network for 2000-2009 (1* decade after Yugoslav
wars).

Figure 4. Visualisation of the cooperation network for 2010-2014.

Conclusion

The analysis of scientific-research outputs of the republics of former Yugoslavia for the
period 1970-2014 has been presented in this paper. It reveals that civil Yugoslav wars
affected the republics’ productivities and scientific cooperation in different ways. The most
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affected republics by wars and social crisis were Serbia and Bosnia and Herzegovina, while
the least affected republics were Slovenia and Macedonia. However, it seems that in the last
five years productivity and scientific cooperation look similar as before the Yugoslav wars.
This result strengthens the results from the 2010 study. It would seem that old cooperation
networks, which were disrupted during the Yugoslav wars, are in place again. However, our
data cannot answer the question whether these are the same networks as before (i. e. the same
researchers and/or institutions that are cooperating again) or whether new ones have taken the
place of the old ones.

The presented results are the first part of our research. We are going to extend our research
with following measures and methods: relative number of publications for each state and

normalized cooperation score R:‘Cs"' (as described in Jovanovi¢ et al. (2010). Also, we are

going to analyse the distribution of collaborative articles per the biggest Universities based in
these states.
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Abstract

A specific aspect of the scientific communication in non-English-speaking countries is the need for insertion in
the global knowledge flows since a significant part of their publications occurs in national or regional journals.
This had led many countries to create alternative ways to assess national journals, allowing a more trustworthy
view of the national scientific production. This study aimed to characterize the journals used in the Brazilian
scientific production in Web of Science and SciELO, in order to observe the dynamics along five triennia and
across the Bradford Zones for both production and consumption in the different areas. Bradford zones showed to
be an interesting relative indicator, when applied to evaluative purposes. Especially the joint analysis of
production and consumption dimensions can bring a more complete view of the scientific communication
system, and this study showed the flows of journals through zones in both dimensions.

Conference Topic
Country-level studies

Introduction

In the last years, several efforts were undertaken by the developing countries in order to
improve their position in the global scientific scenario. However, as important as (or even
more important than) improve their position is to formulate and implement initiatives for
improving their research system, in which the scientific communication plays important role.
A specific aspect of the scientific communication in these countries, mainly in the non-
English-speaking ones, is the need for insertion in the global knowledge flows (Ponomariov
& Toivanen, 2014), because a significant part of their publications occurs in national or
regional journals (Mugnaini et al., 2014). The researchers from these countries, many of them
involved in scientific editing, face the dilemma between maximizing efforts to publish in
mainstream journals and improve the national journals in order to internationalize them — and
its negative consequences of such a process (Rego, 2014). Both aspects are typically treated
as ways to internationalize the national science, but is this enough (Buela-Casal et al., 2006)?
This duality comes from the national science policy, which in one hand valorizes the journals
with high Impact Factor (IF) and, on the other hand, tries to attend the clamor for recognition
of the national journals (Miranda & Mugnaini, 2013).

This had led many countries to create alternative ways to assess or classify the national
journals, allowing a more trustworthy view of the national scientific production, identifying
the role of the national journals. In order to do this, some countries built national citations
indexes: SciELO Project (Packer et al., 1998), Chinese Science Citation Database (Jim &
Wang, 1999), Korea Citation Index (Kim et al., 2013), Citation database for Japanese papers
(Negishi et al., 2004) and Islamic World Science Citation Center (Mehrad & Arastoopoor,
2012). Other countries considered this kind of initiative as a solution only for the Humanities
and Social Sciences, and are looking for different ways to include the national journals in
their scientific evaluation process: Taiwan (Chen, 2004), Spain (Pifieiro & Ricks, 2015),

790



Poland (Winklawska, 1996), Serbia (Sipka, 2005), among other countries from Eastern
Europe (Paji¢, 2014) and a project originally european — European Reference Index for the
Humanities and the Social Sciences-ERIH PLUS — which currently reaches worldwide.

By the way, despite being considered, national journals are minimally punctuated in
comparison to journals indexed in WoS. One of the reasons of this non-recognition is the fact
that many of these journals are not peer-reviewed, and, among the ones that are, some present
and endogen editorial board (Packer, 2014). These facts explain the non-inclusion of these
journals in the most recognized citation databases. Consequently, the commissions of
researchers that tread the paths of the national research assessment exercise have to deal with
these characteristics as extra factors. On the other hand, the creation of national data sources
with defined selection process can be a solution.

The limited insertion of these countries’ research in mainstream science finds no echo
(Tijssen et al., 2006), since it lacks potential audience (MacRoberts & MacRoberts, 1996),
indispensable to a consistent citation analysis. Thus, the evaluation is based strictly on
productivity indicators, which impose even bigger challenge to establishing quality criteria.
Therefore it became necessary the classification of the journals. A side effect of this is the
need, for these researchers who work in a research area with local/regional focus (as typically
occurs in Social Sciences and Humanities), to publish a significantly higher number of papers,
inflating the entire scholarly communication system (Rego, 2014).

The journals evaluation performed by CAPES in Brazil fit these aspects and have
considerably different criteria among the 48 areas (Miranda & Mugnaini, 2013). The most
common criteria are (sorted in a decreasing way, according with the assigned importance):
citation indicators (JCR Impact Factor, Scopus/SCImago or Google Scholar H-index,
SCImago Journal Ranking, or a mix of more than one); indexing in databases with explicit
selection criteria (such as Web of Science, Scopus, SciELO, thematic bases - e.g. MEDLINE,
or regionals — such as, Redalyc, Latindex) or without explicit selection criteria (e.g.
PASCAL); journals characteristics. All the journals where Brazilian researchers published
their papers during the preceding triennium are classified. Some journals can receive different
classifications from different areas (e.g. Cadernos de Saude Publica).

Considering this scenario, stands out the need to complement the range of citation indicators
for journals classification, providing a consistent view to the national context. In order to
fulfill this need, in this paper a nationally recognized base - whose selection process considers
explicit criteria — were created aggregating the national scientific production from SciELO
and WoS (including the publications bibliographic references). The papers from this base
were used to evaluate the national production and the references to evaluate the consumption.
The former indicates the utility of each journal for its area; the latter indicates its impact. For
both, the Bradford Zones (BZs) were calculated for each area and triennium.

This study aims to characterize the journals dynamics along five triennia and across the
Bradford Zones for both production and consumption in the different areas. This study also
searched for specific behaviors when comparing the journals from Brazil, from Latin
America, and from the rest of the world. Other aspect analyzed was the temporal relationship
in the climbs for the journals that presented climbs in both: production and consumption.

Methods

We retrieved the articles of Brazilian authors from Web of Science (WoS) and SciELO
databases in a fifteen years period (1998 and 2012) - five triennia that match the national
assessment exercise performed by CAPES. It was called production (PROD) data set, with
395,650 articles, published in 9,092 journals. WoS journals cover 56.4% of the articles, while
12.5% came from SciELO journals, and 28.8% from journals indexed in both databases. The
remainder 23% came from journals indexed in SciELO in less than a half of a triennium
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period, getting "not indexed" in such triennium - likewise, some SciELO journals turned
SciELO/WoS in a triennial transition. We classified the journals using the Science Watch
(2014) schema that relates WoS categories to 22 Essential Science Indicators categories, to
which we added the Human Sciences. SciELO journals were classified at the same way.
Respectively, de consumption (CONS) data set was formed by 10,759,279 bibliographic
references of the articles. In the case of SciELO, we just added references related to journals,
but WoS data include references to proceedings, and sometimes, to thesis. These citations
remained in such amount once it was discarded in the normalization process (described
below) that resolved 71.3% of the references (7.67 million), as presented in Table 1.

For this first approach, we decided to restrict CONS information to citations directed to those
titles that belong to PROD data set. The reason was the fact that we have almost 29% of total
references not normalized automatically, and that PROD journals capture 90.3% of the
normalized citation amount.

Table 1. Consumption data sets and its prevalence in the whole data set.

- - B B - -

CONS data set (filters) Cl'tatlon Freq. A of All % of % of Citations to PROD'JournaIs
window citations Normalized fromanyarea restrictedto

. all 10,759,279 | 100.0%

All citations

5year 3,731,745 34.7%

Normalized cited journal all 7,666,238 71.3% 100.0%

titles Syear 2,777,013 25.8% 36.2%

Citations to PROD journals, all 6,922,780 64.3% 90.3% 100.0%

from any area 5year 2,655,547 24.7% 34.6% 38.4%

Citations to PROD journals, all 3,748,044 34.8% 48.9% 54.1% 100.0%

restricted to its own area Syear 1,485,463 13.8% 19.4% 21.5% 39.6%

So we created four different CONS data sets (featured in bold in Tab. 1), resulting of crossing
two dummy variables. The first one was the restriction or not of the citation window (all
citations/5-year). The second concerns to the area from which the citation comes to one title.
In one case we considered just the citation received from titles of the same ESI category (not
too restrictive, since it aggregates lot of WoS categories). In the other case, we count the
citations regardless the area. The former corresponds to 54.1% of the latter. To give an idea of
our purpose on doing this, we calculated the share of citations each area receives on its own
area. The first one in the list was Space Science (whose impact is the most endogenous, with
81.2%) and the last is Multidisciplinary (the least endogenous, as one can expect, with 2.3%).

The cited journal title normalization has been performed relating the ways a journal was cited
by the papers’ authors with a reference base which contains several variations of cited journal
title for each journal obtained from different databases (ISSN, WoS, Scopus, SciELO and
Lattes Platform). Thus, it was possible to identify the ISSN from the most of the cited
journals. Whenever there were conflicts in this identification, i.e., the cited title could be
referring to more than one journal, the year and volume of the publication was used. In order
to do this, a database containing the valid years and volumes for each journal was created
using information available from the citations were the normalization presented no conflict.
If, even after the use of year and volume, the conflict persisted, the normalization was not
performed for the respective citation.

Having the normalized data from PROD and CONS from the 9,092 journals, as well as their
basic information (title, ISSN, classification area and citing and cited years) we identified
BZs, with three partitions, for which of the 23 areas in each of the 5 triennia, totalizing 115
Bradford’s distributions for PROD data set. In the case of CONS data sets we did the same,

792



but four times, resulting 460 distributions. Moreover, it was not assigned a BZ for the journals
without production or consumption in a given triennium.

An initial analysis suggested some journals had to be discarded because there was not enough
information to correctly identify the behavior of these journals along the triennia. It was the
case of 2,376 journals that entered the PROD data set in the last two triennia (publishing less
than ten papers per triennium). An opposite case consists of 39 journals that the community
stopped publishing, having no publications in the last triennium. We also found 247 journals
with no articles in four triennia, and no citation in four of five triennia. Without these
exclusions, 6,492 journals remained in the analysis.

The dynamics of each journal across BZs in its area was assessed along the triennia. Journals
without any change in the BZ along the five triennia were classified as Stable (S). The ones
that climbed zones along the triennia without any fall were considered Up (U), and
oppositely, journals that fell BZs across the triennia without any climb were considered Down
(D). And a journal that had climbs and falls along the triennia was considered Oscillating (O).

Findings

The great amount of data demanded many cross-tabulations to define the way of treating the
information of each variable. At this time, we decided not to differentiate if a journal climbed
one (Z3 to Z2 or Z2 to Z1) or two (Z3 to Z1, in different triennium or in a unique double
step). The same was proceeded in relation to journals that fell BZs.

As we needed to create a journal profile of change that combine both PROD and CONS, we
aggregated it with the following ordered classification scheme: U, to any combination that
occurred at least one Up, permitting one of them to be Stable (U-U, U-S or S-U, to both
PROD and CONS, respectively); S-S, if the journal has being Stable in both dimensions; O, if
it was found swinging in any of dimensions; and D, to any combination occurring a Down.

Table 2. Distribution of journals by profile of changes in Bradford zones of production and
consumption, in the four CONS data sets — period 1998-2012.

Citation data sets Journals (total)
Publication country U S_S [0} D | % Freq.
CONS, considering citations to PROD journals, from all areas
all 10.8% 76.1% 8.7% 4.4%| 100.0% 6,492

Other 9.5% 77.3% 8.7% 4.4%| 100.0% 5,949
Latin Am. &Caribe 2.6% 93.1% 3.4% 0.9%| 100.0% 233
Brazil 41.0% 39.7% 11.0% 8.4%| 100.0% 310

5 year 10.4% 73.4% 10.6% 5.6% | 100.0% 6,410
Other 9.3% 74.5% 10.6% 5.7%| 100.0% 5,873
Latin Am. &Caribe 3.1% 92.5% 3.9% 0.4%| 100.0% 228
Brazil 38.2% 38.2% 14.9% 8.7%| 100.0% 309
CONS, considering citation to PROD journals, restricted to its own area

all 17.7% 65.0% 12.1% 5.3% | 100.0% 6,430

Other 16.5% 658% 12.4% 5.2%| 100.0% 5,890
Latin Am. &Caribe 3.9% 90.9% 3.9% 1.3%| 100.0% 232
Brazil 50.3% 28.6% 12.3% 8.8%| 100.0% 308

5 year 16.8% 60.9% 15.2% 7.0%| 100.0% 6,310
Other 15.8% 61.6% 15.6% 7.0%| 100.0% 5,777
Latin Am. &Caribe 4.8%  90.3% 3.5% 1.3%| 100.0% 227
Brazil 45.8% 25.8% 17.6%  10.8%| 100.0% 306

So we first have looked to the general behavior of the journals, but focusing on the ones that
improved across the triennia, at least in one of the dimensions. Tab. 2 shows that the great
amount of journals (about 75%) are Stable in both dimensions, but we find 10% less journals
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with this profile when we restrict the citations to the journals own area. It reveals that closing
the context of citation to the specific area, we find more changes (and this tendency is even
more evident in the 5-year citation window), especially for the journals that got climbed BZs.
Considering the publication country, we can realize that Brazilian journals present lesser
stability, what is interesting to analyze changes, which is what we find abundantly: about 40%
when considering citation from any area, and about 50% in the journals own area. Revealing
the importance of studying the impact of these journals in their context.

Despite being less frequent, journals falling are more prevalent in the 5-year citation window.
All this tendencies have to be analyzed more carefully subsequently, since specific
characteristics of the journals can help to understand such evidences.

Now focusing our analysis in U-U journals, it is important to mention that Clinical Medicine
presents more journals (about 30), followed by Engineering (about 15), and in the opposite
side is Physics (with 2). Another observation is that U-U Brazilian journals correspond to
14.5%, considering citations from all areas, and 18% in the journals own area. This is strongly
different of journals out of Latin America & Caribe, whose correspondent percentage is about
3%. Among Brazilian journals, those indexed just in SciELO presents prevalence about 5%
bigger than those indexed in both databases, when considering the citations in the journals
own area. It reveals the growing importance of some journals in the national context, inside
the area of specialty (data not shown).

Table 3. Distribution of journals U-U by triennium of first climb in Bradford zones of
production and consumption, in the four CONS data sets — period 1998-2012.

Citation data sets % of journals: t riennium of 1st climb in BZs (CONS) Journals (total)
U-U Journals 2 3 4 5 % Freq.
CONS, considering citations to PROD journals, from all areas

all 11.4% 24.6% 29.8% 34.2% 100.0% 114

. . 2 17.2% 44.8% 20.7% 17.2% 100.0% 29
Triennium of

. 1stclimbin 3 12.9% 29.0% 32.3% 25.8% 100.0% 31

. BZs (PROD) 4 5.3% 10.5% 34.2% 50.0% 100.0% 38

5 12.5% 12.5% 31.3% 43.8% 100.0% 16

5year 14.1% 25.6% 30.1% 30.1% 100.0% 156

. ) 2 34.5% 37.9% 13.8% 13.8% 100.0% 29

* Triennium of

. 1stdimbin 3 19.5% 41.5% 31.7% 7.3% 100.0% 41

. BZs (PROD) 4 3.7% 11.1% 40.7% 44.4% 100.0% 54

5 6.3% 18.8% 25.0% 50.0% 100.0% 32

CONS, considering citation to PROD journals, restricted to its own area

all 18.5% 24.3% 27.2% 30.1% 100.0% 173
R . 2 41.4% 31.0% 20.7% 6.9% 100.0% 29
* Triennium of
1st climb in 3 8.6% 51.4% 28.6% 11.4% 100.0% 35
BZs (PROD) 4 22.2% 20.4% 31.5% 25.9% 100.0% 54
5 9.1% 7.3% 25.5% 58.2% 100.0% 55
5year 22.9% 24.0% 29.6% 23.5% 100.0% 179
i . 2 44.0% 32.0% 24.0% 0.0% 100.0% 25
Triennium of
1st climb in 3 20.0% 48.6% 25.7% 5.7% 100.0% 35
BZs (PROD) a4 27.3% 20.0% 40.0% 12.7% 100.0% 55
5 12.5% 10.9% 25.0% 51.6% 100.0% 64

Attempting to the temporal relation between Ups in PROD and CONS BZs, we performed a
bivariate analysis considering the triennium each journal had its first climb in BZs. Tab. 3
presents the distribution of journals of different triennia of CONS (columns), related to each
triennium of PROD (lines). The row cells with bigger prevalence of journals are identified in
grey scale The row cells with bigger prevalence of journals are identified in grey scale. In the
first CONS data set, considering the first line, that respect to 29 journals that climbed BZs
first time in the 2™ triennium, we see that most of the journals climbed in CONS in the 31,
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followed by the 4™. It shows that most of them improved CONS BZs after (as to say, both of
them above the principal diagonal). When we drop to the next lines the two more prevalent
cells change to the diagonal and one before. The same can be observed in the second CONS
data set (5-year citation window) and a little bit more concentrated in the principal diagonal
when restricting the citation to the journals own area. Maybe in subsequent analysis we can
verify properly if the increasing of consumption is pulling the increasing of production.

Final remarks

As we can observe in this first approach, a national system combining publications from both
contexts (national and international) can be a useful tool to research evaluation. Bradford
zones showed to be an interesting relative indicator, when applied to evaluative purposes.
Especially the joint analysis of production and consumption dimensions can bring a more
complete view of the scientific communication flow, considering the changes of journals
through zones in both dimensions. National impact indicators can complement Impact Factor,
in the sense it can add the local importance, as observed about SciELO journals.
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Abstract

We analyse the co-authorship and publication patterns of 863 mainstream WoS papers in the field of Chemistry
co-authored between Mexican and French institutions from 1984 to 2013 with the purpose of identifying and
characterizing the dynamics of sustained collaborative research partnerships in the field between the two
countries. From a normalized set of the most productive authors with > 5 co-authorships we selected three
Mexican scientists for a detailed analysis of their co-authorship network visualized using Gephi software and its
development over time. The first was the most productive Mexican author from the main national university
whose collaboration with France spanned the period from 1987-2012, while the second and third researchers
work in provincial universities and whose collaboration with France is more recent but lasting 10 and 15 years
respectively, and also continues up to the present day. Preliminary results suggest that sustained partnerships are
driven by a strong central bond between the Mexican researcher and their foreign partner. In the first two cases,
the bond is with directly with a French scientist but in the third, is stronger with an Italian rather than with the
French counterpart.

Conference Topic
Country level studies

Introduction

A recent paper examining the main research thrusts and future challenges facing research into
scientific collaboration mentions the need to characterize the factors underpinning successful
collaborations and to ascertain how collaboration can benefit scientific development in the
less developed countries (Gonzéalez Alcaide & GoOmez Ferri, 2014). International
collaboration is known to be especially important for countries whose scientific infrastructure
and capacity can benefit from forging alliances with researchers from institutions abroad.
Colombian researchers for instance were found to increase team output by almost 40% by co-
authoring with overseas partners (Ordofiez-Matamoros, Cozzens & Garcia, 2010).

We know little about the duration of international research collaboration between individual
researchers in terms of the number and timeline of co-authored papers. Two decades ago a
study looked at the production and duration of collaboration between researchers from
institutions in Mexico and France in all scientific areas (Narvaez-Berthelemot & Russell,
1996). Chemistry was the subject of the greatest number of bilateral publications as well as
having the highest continuity index defined as the number of articles (>2) in a given period, in
this case 1980-1989, that were co-authored by the same groups. More recently an analysis of
co-publications between the two countries from 1984 to 2010, showed that Chemistry
gradually lost ground with respect to other disciplines notably Physics, even though the
number of papers increased with time (Ainsworth et al., 2014).

The present research in progress sets out to characterize the publication dynamics of sustained
collaborative research partnerships between Mexico and France in Chemistry in the period
1984-2013. We take as our starting point, the most productive authors in papers with at least
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one author from both Mexico and France. Considering that interpersonal links are the key
drivers of collaboration (Gaillard et al., 2013) we are also interested in analysing the
relationship between co-authors and tracing the development of their networks over time.
Another aspect of the collaboration we consider is the level of importance of the relationship
with Mexico in the case of the French scientists or France for the Mexicans, for the total body
of work of the key players during the same period and who might be the senior partner in the
bilateral relationship. We adopt two approaches when analysing our publication and co-
authorships data based on the following assumptions: 1. Sustained collaboration is
characterized by a central relationship established between one Mexican and one French
scientist. 2. Sustained collaboration between the two countries is characterized by a series of
relationships forged with different French scientists and institutions.

Data source and methods

Data source was the Web of Science searching France and Mexico in the country field,
covering the period 1984-2013, in the discipline of Chemistry. WoS journal subject categories
were adapted to the RFCD classification scheme for the assignment of the discipline (Butler,
Henadeera y Biglia, 2006). Records were downloaded to a local MySQL database. Author
names with > 5 co-authorships were normalized and assigned (often several) Scopus author
ids and affiliations, given that author identification in WoS proved less than adequate for our
purpose. Case studies were selected from the group of the most prolific Mexican authors with
bilateral France-Mexico collaboration. For this preliminary presentation of results we have
selected three case studies based on our initial analysis of their collaboration dynamics. These
include the most prolific Mexican researcher and two other productive researchers from
established groups with substantial French collaboration from two provincial state
universities, namely Cecilio Alvarez y Toledano from the Institute of Chemistry at the big
national Mexican university, Universidad Nacional Auténoma de México (UNAM), Ricardo
Navarro-Mendoza from the Universidad de Guanajuato (UG) and Claudio Marcelo Zicovich-
Wilson from the Universidad Autonoma del Estado de Morelos (UAEM).

The interactive visualization open source software Gephi was used to select and represent
these collaborations and to show sub-networks within clusters. Co-authors involved in each of
the papers were examined to characterize the temporal collaboration, and separately the
normalized author information from Scopus was used to represent the importance of the
Mexico-France collaboration in the main authors' output. The corresponding author of each
paper was also identified.

Overall panorama of Mexico-France co-authorship in Chemistry

The number of co-authored papers in Chemistry between Mexico and France showed a steady
rise from a mere two in 1984 to 54 in 2013 (Figure 1). Social network graphs (not shown
here) show an increasing dense and complex series of relationships when comparing the first
15 years (1984-1993) with the second period (1994-2013).

Publication dynamics of sustained partnerships

Figure 2, divided into three decades, shows the dense network of co-authorships of Cecilio
Alvarez y Toledano with French institutions during our period of study. The strongest link is
with Henri Rudler of the Université Pierre et Marie Curie, Institut Parisien de Chimie
Moléculaire starting in 1987, and to a lesser extent with Andrée Parlier of the same laboratory
except during the middle period 1994-2003. Rubén Alfredo Toscano works in the same
institute as Cecilio Alvarez y Toledano as a highly specialized technician and is a regular co-
author. Of the 29 papers of Alvarez y Toledano in co-authorship with a French institution, 23
were published in co-authorship with Rudler. There was a notable pause in their collaboration
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Figure 1. Papers in collaboration between Mexico and France in Chemistry 1984-2013.

from 1996 to 2004 when Alvarez y Toledano co-authored two papers with two other French
authors, Henri Arzoumanian, Aix-Marseille Université, and Bruno Donnadiecu now of the
newly formed Université de Montpellier but at the time of the Universite Montpellier 2,
respectively and involving a different set of co-authors. Nonetheless, Andrée Parlier and
Henri Rudler continued their collaboration without Alvarez and Toledano during this period,
together with Jacqueline Vaissermann, also from the same laboratory.

During the first two periods four clusters of co-authors are apparent, while in the most recent
period 2004-2013, co-authorships are concentrated in two with Rudler and Parlier at the
centre, respectively. A strong central bond with Henri Rudler is evident in the collaboration of
Alvarez y Toledano over the whole period suggesting that this bilateral partnership is the
motor driving this example of sustained co-authorship between Mexico and France.

Data taken from Scopus using the author id field for papers co-authored by Rudler and
Alvarez-Toledano in Chemistry show Rudler to be senior (corresponding) author in 11 of
these 29 papers as compared to 6 in the case of Alvarez-Toledano, which would seem to show
that Rudler is the senior partner in this collaboration. The issues of authorship order are
discipline-specific, but in many scientific areas it is accepted that the principal investigator is
named as the corresponding author (Frandsen & Nicolaisen, 2010). These 29 papers represent
26% of all Rudler's papers as represented in Scopus, compared to 20% of those of Alvarez-
Toledano suggesting that the bilateral partnership is of significance for the output in
Chemistry for both researchers.

The network of collaboration with French institutions starting in 1998 around Ricardo Navarro
Mendoza from the Universidad de Guanajuato appear in Figure 3 with strong links to Eric
Guibal from the Ecole des Mines d'Alés. Fourteen of the 15 papers published from 1998-2012
appear with both authors. Imelda Saucedo Medina, also from the Universidad de Guanajuato,
is a co-author in 11 of these papers. In one article at the beginning of the period in 1998, there
is a collaboration with other French authors, Denise Bauer and Gérard Cote, both from the
Ecole Nationale Supérieure de Chimie de Paris, and in two articles, 2000 and 2001 with
Thierry Vincent from Ecole des Mines d'Alés.

This suggests a consolidated partnership, though perhaps also an unequal one. Scopus data for
papers co-authored by author Ricardo Navarro Mendoza and Eric Guibal in Chemistry show
Navarro-Mendoza to be corresponding author in 8 of the 11 instances, compared to 3 for
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Guibal. This would suggest that in this case the Mexican is the senior partner. These 11
papers represent 33% of all Navarro Mendoza's papers in Scopus, but only 7% of Guibal's.
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The co-authorship of Claudio Marcelo Zicovich Wilson from the Universidad Auténoma del
Estado de Morelos with researchers from France that began in 2004, is reflected in Figure 4,
as is also the importance of a group of Italian authors for this collaboration. Roberto Dovesi
from the Universita degli Studi di Torino appears as co-author in 13 of the 16 papers of
Zicovich Wilson where there are also authors from French institutions in the period 2004-
2013. Other researchers from the same Italian institution such as Roberto Orlando (6 papers),
Piero Ugliengo (4 papers) Loredana Valenzano (3 papers 2006-2008) and Raffaella
Demichelis (also 3) appear together with Dovesi, the latter co-author during 2010-2011. The
predominant French author is Fabien de Pascale, at the time of Universit¢é Henri Poincaré -
Nancy I, who is a co-author in 8 of the 16 papers during 2004-2010, Yves Noél, CNRS
Institut des Sciences de la Terre de Paris with 5 papers 2007 then 2010-2012, together with
Michel Rérat, Université de Pau et des Pays de L'Adour form a separate French collaboration,
albeit together with Roberto Dovesi. The central role of Roberto Dovesi in the Mexico-France
collaboration seems evident from the data taken from WoS. Data from Scopus for papers in
Chemistry co-authored by Zicovich Wilson and Pascale reveal that the Mexican is
corresponding author in only one of these, and Pascale not in any of them. (Pascale appears as
first author in three of them.) The role of Roberto Dovesi in this collaboration seems to be
confirmed in that he is corresponding author in 6 of these 10 papers. These papers correspond
to 9% of all Zicovich Wilson's papers, 40% of Pascale's but only 4% of those of Dovesi.
These data imply that Pascale is the junior partner here.
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Figure 4. Zicovich Wilson: Network of > 3 co-authorships 2004-2013

Preliminary Conclusions

Our detailed analyses of the co-authorship networks of three Mexican scientists, one from the
large national university located in Mexico City where the national scientific research effort is
centred and two from provincial universities, with > 5 co-authorships with France in
mainstream Chemistry journals during our period of study, lend support to our initial
assumption that sustained collaboration is characterized by a central relationship established
between two individual scientists but not necessarily directly between a Mexican and a
French scientist. In the first two cases the bond is with a French scientist but in the third, is
stronger with an Italian rather than with the French co-author. These central relationships are
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strengthened and supported by frequent co-authorship from both Mexican and French groups
in the first two cases and in the third, by the Italian group. A substantial number of one-time
co-authors was evident in all three cases. We found differences with respect to the importance
of the bilateral collaboration for the Mexican and French authors and with respect to which of
the two could be considered the senior author. These preliminary conclusions will be tested
by analysing further case studies of sustained partnerships between Mexican and French
chemists.
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Abstract

In the course of the past decades, the link between innovation and economic growth has become a well-
established one in the economic literature. In the current study an attempt has been provided to complement this
line of research with an assessment of the wealth implications of the ‘entrepreneurialisation’ of innovation
systems. Relying on a 9 year panel of post-millennial observations for 22 European countries and using stock
based patent indicators, it was found that on top of the positive productivity impact of innovative activity
growth, a premium effect can be observed when the stake of small firms in it increased at the same time. These
findings can be interpreted as confirming Baumol’s (2004) assignment of different roles to large and small firms
in innovation systems: the former as provider of the technological breakthrough that the latter improves in a
range of incremental steps. The entrepreneurialisation of manufacturing as a whole, measured by the stakes of
small businesses in employment, yields a productivity discount: outside of innovative activities, economies of
scale outweigh co-occurring diseconomies of scale. Distinct country groups in different stages of economic
development form the main drivers of both entreprencurialisation effects: a core of North-Western European
countries that has attained the innovation-driven stage against a periphery of Southern and Eastern European
countries around them that have not transcended the more preliminary efficiency-driven stage. Further rationales
explaining the additional explanatory power of entrepreneurial innovation were found in the weakening of the
link between innovation measured by patents and added value in large firms.

Conference Topic
Country-level studies; Patent analysis

Introduction

Substantial agreement exists among economists and policymakers that technological
innovation is a key driver of sustainable economic growth. Technological innovation implies
the implementation of inventions in the production of final goods or services and as such
yields productivity gains for the innovating economy. Using knowledge capital to transform
existing knowledge into such inventions, the amount of research and development (R&D)
efforts is an important determinant of the pace of technological innovation.

Endogenous growth scholars have shown that technological innovation is an endogenous
component of the process of long-run economic growth, both theoretically (Romer, 1986) as
well as empirically (Nadiri, 1993). As opposed to their neoclassical counterparts (Solow,
1956), they postulate that technological innovation is an inherent component of the growth
process: profit-maximising firms purposely allocate resources towards R&D in the presence
of sufficient perspectives suggesting that they will be capable to appropriate the gains from it.
The analysis in this paper contributes to the mentioned line of research by complementing the
measurement of overall technological innovation effects using patent statistics with an
additional, patent-based indicator capturing the footprint of small, more entrepreneurial firms
in the countries’ stock of knowledge capital.' Further explanation for the rationale triggering

' Note that throughout this excerpt alternately we describe the firms of our interest as entrepreneurial or small.
As Wennekers and Thurik (1999) argue, smallness and entrepreneurship can only be synonymous when
management and ownership are not distinct. Subsidiaries of large business groups can qualify as small as well
when shareholder information is not taken into account. This remark is of concern to us given the definition of
small firms we will use in the empirical part (cf. below). However, given that small firms pertaining to larger
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our interest to differentiate between innovation induced by small and large firms follows next.
Subsequently methodology and results are reported, followed by some concluding notes. The
focus on Europe in this study is justified among others by referring to the entrepreneurial
innovation deficit Europe faces in comparison with the US (Veugelers, 2009).

Delineating the entrepreneurial contributions to innovation

The rationale to differentiate between incumbent and entrepreneurial innovation draws
extensively from research on entrepreneurial innovation by Audretsch (2001), Baumol (2004)
and Veugelers (2009). Whereas Schumpeter in 1942 predicted the gradual replacement of the
entrepreneurial inventor - naturally associated with the small start-up - by routinized
innovation organized by large industrials, Baumol (2004) emphasized the complementary
relationship of both types of players within innovation systems. Their organizational design
has induced them to specialize in different components of society’s innovation process. Over
the past decades revolutionary breakthrough inventions in the US have continued to come
predominantly from small entrepreneurial enterprises whereas large industry have provided
ever-increasing streams of incremental improvements to them multiplying capacity and speed
and increasing reliability and user-friendliness. This is the result of the oligopolistic
competition this relatively limited amount of very large firms, particularly in high-tech
industries, engage in. It forces them to keep innovating in order to survive, but in a very risk-
free and thus path-dependent way, avoiding the risks of the unknown that the revolutionary
breakthrough entails. As such, inert incumbents leave plenty of room to explore for the
enterprising entrepreneur. Unaffected by concerns relating to existing products and markets,
the latter can pick up the ideas the former would deem too risky (Audretsch, 2001; Baumol,
2004). The other way around, incumbents are more suited to follow-up and improve those
breakthrough innovations in more mature stages of the technology life-cycle (Baumol 2004).

Plugging the level of ‘entrepreneurialisation’ of innovation into a growth model

Methodology

The neo-classical growth model (Wong et al., 2005) we use to test a number of research
questions distilled from the context described above is based on an augmented Cobb-Douglas
production function:

Y = A°K>LF

Where Y = output, A°= total factor productivity, K = stock of physical capital and L = labor
employed. Assuming constant returns to scale, a + f = I, both sides of the equation are then
divided by labour. Taking natural logs the resulting model to estimate economic productivity

per employee goes as follows:
1 Y nA°+« | K
— | = < —
n<L> " "(L)

Following the approach by Wong et al. (2005), we assume that the stock of knowledge capital
is the main determinant of total factor productivity, 4°. The stock of knowledge capital is
captured using technological innovation statistics, among which patent based-indicators
comprise one of the best proxies. More specifically, the level of innovation (INNO) is
measured using stocks of patent applications depreciating at a rate of 20% per year as the

conglomerates in the countries of our sample never comprise a majority, on average our population of small
firms can be described as ‘more entrepreneurial’.
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effects of investment in innovation transcend the short run.” The technological innovation
variable was normalized by employment to capture its intensity and limit the effects of
country size as much as possible. As suggested in the previous section, as factor of total
productivity the general intensity of technological innovation is complemented by a patent-
based indicator, measuring the degree of small firm engagement in innovative activity, and an
equivalent employment-based indicator to control for overall small firm activity. The latter to
make sure increased innovative activity of small firms is not simply capturing the potential
productivity effects of an increase in entrepreneurial activity in general.

Determining the degree to which national innovation systems have ran on entrepreneurial
initiative was based on the assignment of patents to small and large firms using the
methodology presented in Eurostat (2014).° Due to shortcomings in the matching
methodology and data gaps in the financial database - among others the result of country-
specific disclosure exemptions rewarded to certain company types - only for approximately
62% of the corporate applicants in Europe firm size could be determined. We assume
however that these country-level constraints equally hold for all years of the sample and as
such are coped with by estimating coefficients using country fixed effects (cf. infra).

The effects of entrepreneurial and incumbent engagement in innovation could not just be
measured by plugging raw stocks of their respective patent applications into the equation:
R&D clustering dynamics within countries result in a high correlation — more than 0.97 even
when removing country effects — with the annual innovative activity deployed by the national
innovation system as a whole, that is already captured in the core variable measuring
technological innovation. Given our main interest towards the benefits of entrepreneurial
innovation and to avoid multicollinearity, the degree of ‘entrepreneurialisation’ of corporate
technological innovation (ENTR_INNO) was measured by computing the share of small firms
in the stock of patents assigned to firms with identified size.

The within variance of this share value captures to what extent small firms have shown
relative over- or underactivity in R&D in comparison with their large counterparts. Given the
large level of correlation among the small firm, large firm and overall patent stocks it is safe
to assume that entrepreneurial and incumbent innovation do not have an opposite effect on
economic productivity which would hamper a straightforward interpretation of ENTR _INNO.
At most one of them can have a relatively larger impact on productivity. In line with the
rationale elaborated above we expect that to be the small innovators. The result of that should

* All patent statistics were extracted from EPO’s Worldwide Patent Statistical Database ‘PATSTAT’ (Autumn
version 2014). In general we relied on EPO patent applications, including granted and non-granted patents, with
the idea that counting both yields a relatively more input-oriented measure capturing the level of R&D spending
than if one would stick to grants only (Ernst, 2003). Depreciation of the patent stock at a rate of 20% per year is
based on the perpetual inventory method described in Ulku (2004). The patent stock variable incorporates annual
EPO patent counts from 1970 onwards. The restriction of our attention to EPO patents can be easily justified
given the geographical reach of our dataset and their costliness, which is a direct result of their supra-national
character. Being that expensive, especially for more financially constrained SMEs, counts of them at the macro-
level bear the potential to be good signals of R&D input & output levels per country over time.

? The lack of dynamic shareholder data in BvD’s Amadeus (a database gathering annual account information)
withheld us from determining firm size at the business group level. In contrast with the matching exercise
presented in Eurostat (2014), firm size was determined dynamically by linking patents to financial information
from the financial years that corresponded with the patent application filing year. In addition financial account
data from Amadeus 2012 was enriched with equivalent information from earlier versions (2004 and 2007) to
dispose of financial information in the earliest years of the matched sample (1999-2011) and to account for the
BvD rule to discard companies not filing accounts for 5 years in a row. Firm size — or rather entity size —
classification for patenting companies from 1999 onwards was based on the European Commission SME
definition (2005): enterprises that employ fewer than 250 employees and which have an annual turnover not
exceeding 50 million euro, and/or an annual balance sheet total not exceeding 43 million euro.
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be ENTR INNO exerting a positive effect on productivity, which would imply the existence
of a productivity premium to an increased entrepreneurial stake in corporate innovation.
Given that the large majority of patents in Europe can be assigned to the manufacturing
industry (Fraunhofer, 2003), downloads of observations for the non-patent based variables of
country c¢ in year t were restricted to that sector. Indicators for value added at factor cost
(VAFC), the number of persons employees (NPE), gross investment in tangible goods (GITG)
and the share of small firms in corporate employment (ENTR_EMP) were extracted from the
Eurostat website.” > Furthermore, a quadratic year trend is included to capture time effects.’
Conform previous research all R&D related indicators are lagged since it is assumed that the
effects of R&D on economic performance take a couple of years to surface. In line with Ulku
(2004) and given the limited time-series at our disposal we opted for a 2-year time lag.
Following an equivalent rationale, the physical investment and share of entrepreneurial
employment variables were also lagged by 1 year.

The resulting equation to be estimated using panel data techniques is:

INVAFC/NPE,, = & +B,InGITG/NPE,,_ + BsINNO/NPE,,_ + BENTR_INNO,,_, +
BsENTR_EMP, ., + year + year® + u, + &

Results

Coefficients are estimated using fixed effects OLS.” Table 1 reports the estimation results,
including robust standard errors, for the overall set of European countries (panel 1: ALL) and
split sets of countries that lead (panel 2: LEADERS) or lag behind (panel 3: LAGGARDS) in
terms of innovation according to the European Commission’s (EC) Innovation Union
Scoreboard (2015). The left hand of each panel contains estimates for the basic model as
expressed in the equation above. The right hand side in addition reports an additional
interaction effect between the technological innovation intensity and its degree of
‘entrepreneurialisation’.

Conclusion and directions for future research

Apart from confirming previous findings regarding the positive impact of technological
innovation on economic output, overall results (ALL) reveal that there is an additional
productivity premium to a larger share of entrepreneurial engagement in the development of
new, patented technology. The entrepreneurialisation of employment on the other hand, a
broader measure of corporate activity, appears to be negatively associated with productivity.

* The resulting set of 22 countries consists of: Austria, Belgium, Germany, Denmark, Finland, France, United
Kingdom, the Netherlands, Norway, Slovenia, Sweden (LEADERS), Czech Republic, Cyprus, Estonia, Greece,
Hungary, Italy, Latvia, Poland, Portugal, Slovakia and Spain (LAGGARDS). Other European countries were
discarded for multiple reasons: a lack of employment, investment or gross added value statistics available to the
public or a too low rate of patenting companies matched to companies in the financial database, as such,
hampering a representative image of the distribution of patents between incumbents and small businesses.
Unusual annual productivity growth induced by preferential tax regimes for foreign firms, inciting those to shift
profits to local subsidiaries, resulted in elimination of Ireland and Luxemburg from the sample as well.

> All currency-based series — expressed in Euro — were deflated using per country GDP price deflators (World
Bank WDI website). Due to the lack of availability of stock variables capturing the total amount of outstanding
fixed capital, in line with Ulku (2004) we used the flow variant.

% Preferably time dummies are included but using a functional form, in this case a quadratic trend allowing for
one up and one down trend, can be an alternative in order to preserve degrees of freedom. Results turned out to
be largely consistent for trend- and dummy-based models.

7 Correlations among demeaned variables suggest that multicollinearity is not an issue for within-transformed
variables.
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Table 1. OLS fixed effects regression results.

ALL LEADERS LAGGARDS
In_GITG/NPE Ay 0676 0.529 0.686 0.014 0.578%%  0.825%%*
lagged)
(1.23) (1.11) (1.0) (0.03) (2.51) (4.81)
INNO/NPE (2y lagged) 0.872** -1.936 -0.736 -3.615* -1.378 7.178
(2.11) (1.60) (0.63) 2.17) (1.03) (1.12)
FNTR—INNO 0.003 -0.011 0.018 -0.114%** 0 0.007
agged)
(0.56) (1.29) (0.53) (2.30) (0.06) (1.31)
INNO/NPE 7.873%* 13.545%** -16.253
ENTR INNO
(both 2y lagged) (2.66) (3.40) (1.29)
ENTR_EMP (1y lagged) -0.044%** -0.040** -0.046 -0.053 -0.039%* -0.037**
(2.67) (2.38) (1.06) (0.90) (2.82) (2.56)
year 0.800** 0.699* 0.925 0.692 0.572%* 0.590**
2.17) (2.01) (1.32) (1.07) (2.58) (2.75)
year? 0.000** 0.000* 0.000 0.000 0.000** 0.000**
2.17) (2.01) (1.32) (1.06) (2.58) (2.75)
_cons -803.722** -701.719* | -930.145 -695.108 -574.378**  -593.032%*
(2.18) (2.01) (1.33) (1.07) (2.59) (2.76)
# observations 177 177 92 92 85 85
# groups 22 22 11 11 11 11
F statistic 38.62 51.13 39.55 44.54 29.68 149.8
R-squared Within 0.49 0.53 0.48 0.54 0.77 0.79
R-Squared Between 0.54 0.58 0.19 0.24 0.3 0.23

* p<0.1; ** p<0.05; *** p<0.01

The dynamics behind these observed effects could be explained among others by referring to
a mix of economies and diseconomies of scale (Brock & Evans, 1989). The observation of an
entrepreneurial innovation premium could be attributed to the higher likelihood that patents
introduced by small businesses will be high impact ones, making the average small firm
patent more technically and thus more economically important. This finding complies with
Baumol’s (2004) assignment of different roles to small and large firms in innovation systems
with the former being relatively better at the introduction of radical new technologies and the
latter in perfecting those by incremental improvements. The observed discount observed on
the entrepreneurialisation of employment suggests that in the non-innovation-related aspects
of business operations the economies of scale outweigh the diseconomies of scale. This
observation counters earlier findings underlining the increasing importance of non-
technologically oriented scale diseconomies that result from growing markets valuing
specialized products, increasing advantages to flexibility in a globalized world, the rising
availability of educated labour to recruit from and decreasing standard fixed costs of running
a business (Brock & Evans, 1989).

Separate results for countries tagged by the EC as innovation leaders and laggards further
reveal some of the potential deeper dynamics behind this. Not surprisingly, the innovation
leaders turn out to be the driving force behind the productivity premiums to technological
innovation in general and entrepreneurial innovation. The former and latter can be seen as
highly intertwined: established knowledge-based economies possess the critical mass that is
necessary to produce knowledge that matters. Knowledge stock growth in turn increases the
potential for spill-overs of various ideas to entrepreneurs. On top of that, local rivalry between
high-tech entrepreneurial ventures capturing the same localized knowledge flows increases
their respective efficiency (Furman et al., 2002). The laggard countries appear to be the
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driving force behind the productivity discounts associated with small firm employment share
growth. The distinct geographic origins of the premium effect on entrepreneurial innovation
and discount effect on entrepreneurial employment confirm the heterogeneous nature of the
European economic landscape. Relying on Porter et al.’s (2002) framework of economic
development to explain differences between split dataset results one could claim that it
consists of less developed countries in a ‘preliminary’ efficiency-driven stage and more
advanced countries in the ‘final’ innovation-driven stage (Porter et al., 2002; Acs et al., 2008).
In a complementary attempt to explain the additional explanatory power of entrepreneurial
innovation in general we refer to the increasing disjunction between patents as measure of
innovation and productivity in large firms: the availability of in-house IP departments
increase their propensity to patent low-value inventions and tax optimization strategies
applied by multinationals blur the value of license fees as proxy for added value.

Future research is necessary to further disentangle the mechanics behind the observed effects.
Measurement of knowledge spill-overs could help to provide insights about their nature,
origins and the direction in which they are heading. Adding proxies capturing the distinct
drivers of scale diseconomies is another potential direction for future research. Further inquiry
is also needed to list the policy implications of our findings.
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Introduction

Chemistry is the most preferred research area
among Indian scientists for quite some time in
terms of total number of publication, global share,
visibility and citation impact are concerned. Growth
rate of India in chemistry research area is more than
that of global growth rate as evidenced from the
data covered in Web of Science database (WoS).
The trend of research output in chemistry clearly
indicates that India is steadily putting stiff
challenge to traditionally established countries like
Japan and Germany and even surpassed them in
2014 to acquire 3" position in global ranking. From
this study we predict that India will grow further in
chemistry research area and even can put challenge
to USA and China in long run.

The output and trend of science & technology
(S&T) research in India are of considerable interest
to scientometricians from all over the world for
quite some time. Gupta and Dhawan (2009),
Glanzel and Gupta (2008) and Gunasekaran, Batcha
and Sivaraman (2006) have studied different
aspects of S&T research in India.

Methodology

Data sources and processing

All bibliometric data have been extracted from
WoS Core Collection of Thomson Reuters till April
30, 2015. The period for publication activity has
been taken for six years (2009-2014) as findings till
2008 are available in literature.

Results and Discussions

In chemistry research area a total 1,045,343 number
of papers has been published during the period
2009-2014. USA and China are leaders in this field
in terms of number of publications with global
share of 22.502% and 20.792% respectively. India
is at 5™ position with global share of 5.767%.
Chemistry research output of ten most productive
countries excluding USA and China in terms of
global share has been shown in Figure 1. India’s
growth is very steady during this period and
acquired 31 position in 2014 followed by USA and
China, with global share of 6.456%. India has

808

published maximum number of research papers in
Chemistry compared to other research areas and its
global share in chemistry research has been
increased steadily during 2009 to 2014.
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Figure 1. Global share of countries in chemistry.

It is evident from Figure 1 that global share of
Japan has been decreased during 2009-2014 and its
positions in global ranking have been fallen from
3" position in 2009 to 5™ position in 2014. Global
share of Germany in Chemistry research has been
decreased slightly during this period but Germany
has managed to keep its position at 4t during the
entire period. South Korea and Iran have increased
their research output in chemistry steadily in terms
of global share during this period. Research output
of other countries (France, England, Spain, Italy
and Russia) shown in this Figure are comparable to
each other in chemistry and they are placed in
between 7" to 11" positions during this period.
Table 1 shows India’s ranking in major research
areas covered in WoS during 2009-2014. In terms
of number of publications and global share, India’s
performance is the best in Chemistry.

In Table 2 we have shown the h-index and average
citation per article in chemistry during 2009-2012.
We see that h-index and average citation per article
are comparable with that of Japan and Germany.



Table 1. India’s Position in major research areas
in terms of global share.

Research
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Physics 10| 9 8 8 7 7

Chemistry 5 5 5 5 5 3

Materials 7 6 6 6 5 6

Science

Engineering 11|12 |11] 6 4 6

Computer 12 12 | 9 3 4 11

Science

Biochemistry | 12 | 11 | 11| 11 10 9

Molecular

Biology

Neuroscience | 18 | 17 | 17| 16 16 17

Neurology

Table 2. Comparison of citation and h-index of
chemistry publications during 2009-2012.
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Conclusions

This study clearly indicates the trends in chemistry
research during 2009-2014 for most productive
countries in terms of number of publications and
global share. It is evident from the results that India
has done remarkable progress in chemistry research
area during this period. One of the reasons for this
progress is that quite a few key persons in science
policy makers in India are having chemistry
background. Indian scientists working in the field
of chemistry are more focused and recognized
worldwide as many of them have been awarded
TWAS prize and fellowship, FRS, and other
distinguished international fellowships and medals.
Strong collaboration between India and other
countries in chemistry research is worth mentioning
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as 10,941 numbers of papers out of total 60,285 are
published in collaboration. As a traditional subject,
most of the Indian universities teach chemistry and
around 40% of total publications is contributed by
the universities. Research laboratories also get a
steady flow of trained students with chemistry
background from universities. Looking at the
distribution of the publications to the institutes we
see that CSIR laboratories publish most (11,037)
followed by IITs (7,382) in chemistry. Some of the
most productive laboratories in chemistry research
in India are BARC (2,394), IICT (2,210), IISc
(2,065), IACS (1580) and NCL (1,508). Prominent
universities in chemistry research are JU (1,262),
DU (1,182) and BHU (1,136). We see that there is
almost no role of industries as per the funding of
research is concerned in the field of chemistry in
India. CSIR, DST and UGC are the major sponsors
in chemistry research in India. As per the topic or
subject category is concerned where Indian
scientists publish more, we see Physical chemistry
is the most focused (29%) followed by Organic
(20%), Inorganic (11%), Analytical (10%), Applied
(7%), Nanoscience (6%) and Atomic-Molecular
(5%) respectively. The bright side of chemistry
research in India is also reflected in the number of
patents granted in this subject area. From Derwent
Innovations Index of WoS, we see that out of total
462 numbers of patents granted to Indian
innovators during 2009-2014, 330 numbers i.e.
71% are in the field of chemistry. Interestingly,
DRDO, India holds most (79%) of the patents. The
picture is not much different in Indian patent
database (http://ipindiaservices.gov.in/publicsearch/),
where we see 4,801 numbers of patents (i.e. 37%)
have been granted in chemistry research area out of
total 12,982 patents granted in all fields during
2009-14. India has a large consumer base. As a
result chemical industries in different sectors like
fertilizer, pesticide, plastic, paint, petro-chemical,
medicine, cosmetics and health care products are
thriving in India. So career as research scientist in
chemistry is attractive for better placement in the
R&D labs of those industries. India’s contribution
in chemistry research has been recognized by ACS
and designated TACS, Kolkata on 15/12/1998 as
International Historic Chemical Landmark for C V
Raman and the Raman Effect.
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Introduction

The study of national efforts in R&D by
institutional sector is a matter of great concern
because sectors differ in their main activities,
accounting  systems, orientation towards
research and type of R&D (OECD, 2003).
However, bibliometric analyses at the level of
institutional sectors are not very common
because the assignation of centres to sectors is
not free of difficulties and the resulting sectors
may entail a certain degree of heterogeneity.
The role of institutional sectors in the scientific
activity of countries, either for the total country
(Godin & Gingras, 2000; Moya et al., 2013) or
in a given field (Lander, 2013), has been
analysed in the literature, although studies
dealing with specific sectors such as universities
or companies are much more frequent.

In most countries, main institutional sectors in
publications include universities, hospitals and
public research centres, while papers from non-
profit entities (NPE) are wusually scarce.
Although this applies in Spain, an impressive
increase in papers from NPE has been observed
in the last fifteen years. This paper aims to
analyse the research performance of non-profit
entities in Spain with regard to activity, impact
and collaboration; to locate them in the national
context; and to identify main types of active
organisations.

Methods

Spanish publications (original articles and
reviews), hereafter papers, covered by Web of
Science (WoS, 2000-2011), search strategy
CU=Spain and PY=2000-2011, are analysed.
Six institutional sectors are identified in all
addresses through a semi-automatic process
(Morillo et al., 2013) followed by a manual
revision to assess validity: companies, health
sector, non-profit entities, public administration,
public research centres and university. A full
counting method is used.

The impact of publications is analysed through
the percentage of papers in first quartile journals
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within each field (%Q1), normalised position
(NP) (Bordons & Barrigbn, 1992), relative
impact factor (RIF), % non-cited papers and
citations relative to country average (RC)
(three-year citation window). The orientation of
sectors towards collaborative research is
explored through the number of authors per
paper, number of institutions per paper and
collaborative pattern (percentage of papers with
a single institution, percentage of papers with
national collaboration, percentage of papers
with international collaboration). An in-depth
analysis of NPE is carried out. The NPE’s
activity index (Al) in ten broad thematic areas is
obtained to gain insight into the specialisation
profile of these entities as compared to Spain.

Results

Main institutional sectors in Spanish papers in
WoS (2000-2011) include university (66%),
public research organisations (22%) and the
health sector (18%). Non—profit entities amount
to 10% of the papers, and show the highest
increase during the period (3% of the country
output in 2000 vs. 18% in 2011). This sector
shows high specialization in Biomedicine
(AI=1.59) and Clinical Medicine (AI=1.67).
Collaboration in NPE is above the country
average in terms of team size (11 vs. 8), number
of institutions per paper (5 vs. 3) and share of
collaborative papers (91% vs. 68%). NPE show
also the highest shares of both nationally and
internationally co-authored papers (75% vs.
41% and 45% vs. 40%, respectively). NPE
display the highest percentage of papers in high-
quality journals and the highest impact through
relative citations (Table 1).

From the inspection and categorization of the
NPE, the following organisational types
emerge: foundations (50.3%), research networks
(24.6%), consortia (16.0%), research
management entities (12.2%), associations
(6.5%), and scientific parks (1.0%). The highest
increase during the period corresponds to
research management entities and research



networks. Research management entities stand
out because of their high figures in both the
percentage papers in high impact factor journals
and relative citations (Table 2).

Research management entities show the lowest
proportion of papers with a single institution
(2%), a high share of papers with national
(89%) and international collaboration (68%),
and the highest average team size. The highest
share of papers in Q1 journals is observed for
co-authored activity between national and
foreign partners for all sectors except
associations and research networks.

The specialization of NPE varies according to
the organisational type: Biomedicine and
Clinical Medicine for networks, consortia and
foundations; Physics for research management

entities; Biomedicine and Chemistry for
scientific  parks; and  Engineering for
associations.
Conclusions
The in-depth analysis of the NPE in Spain
shows the rising trend of different

organisational types which differ according to
the field and respond to specific strategic
procedures to manage research (creation of
foundations in the context of medicine,
networks for clinical research, scientific parks to
link basic and applied research in the university
context, etc.). Interestingly, some of these
organisational  types (research  networks,
consortia, parks) include cross-sector and cross-
discipline collaboration which is supposed to
lead to major discoveries in science and even to
radical innovation. Collaboration in the context
of the structured and stable framework provided

by these organisational forms is more
effectively enhanced than through occasional
collaborative projects. Our data indicate the
success of these emerging organisations in
supporting/conducting high impact research.

Acknowledgements

The financial support of the Spanish Ministry of
Science and Innovation (CSO2011-25102) is
acknowledged.

References

Bordons, M. & Barrigon, S. (1992).
Bibliometric analysis of publications of
Spanish pharmacologists in the SCI (1984-
89). Part II. Contribution to subfields other
than "Pharmacology and Pharmacy",
Scientometrics, 25 (3): 425-446.

Godin, B., & Gingras, Y. (2000). The place of
universities in the system of knowledge
production. Research Policy, 29 (2), 273—
278.

Lander, B. (2013). Sectoral collaboration in
biomedical research and development.
Scientometrics, 94 (1), 343-357.

Morillo, F., Aparicio, J. Gonzalez—Albo, & B.,
Moreno, L. (2013). Towards the automation
of address identification. Scientometrics, 94
(1), 207-224.

Moya—Anegén, F., Chinchilla—Rodriguez, Z.,
Corera—Alvarez, E., Gonzalez—Molina, A.,
Lopez—Illescas, C., & Vargas—Quesada, B.
(2013). Indicadores bibliométricos de la
actividad cientifica espariola 2010. Madrid:
FECYT.

OECD (2002). Frascati Manual. Paris: OECD.

Table 1. Number of papers and impact indicators by institutional sector in Spain (WoS 2000-2011)

No.

% Non cited

NP %Q1 RC RIF
Papers papers

Universities 271399 0.66 47.93 23.45 0.85 0.89
Public Research Centres 91095 0.74 62.41 12.94 1.31 1.24
Health sector 74337 0.59 39.66 21.32 1.20 1.16
NPE 41605 0.74 62.59 10.56 1.75 1.57
Public Administration 17238 0.66 49.04 20.65 1.01 0.96
Companies 15682 0.63 43.72 22.15 0.81 0.84

Table 2. Number of papers and impact indicators of the NPE by organisational type (WoS 2000-

2011)
No. NP %Q1 %Non cited RC RIF
Papers papers

Foundations 20934 0.76 65.50 9.71 1.82 1.67
Research Networks 10249 0.75 63.16 7.18 1.83 1.74
Consortia 6651 0.73 60.83 9.88 1.69 1.55
Research Management Entities 5074 0.81 76.47 6.42 2.71 1.96
Associations 2692 0.66 47.73 20.84 0.90 0.94
Scientific Parks 310 0.76 66.11 8.71 1.21 1.55
Other NPE 1204 0.60 35.35 27.99 0.75 0.76
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Introduction

After the USSR had fallen down in 1990, there was
a steady stagnation of Russian science for fifteen
years. Iron curtain that separated soviet researchers
from the international science disappeared, but
research funds sharply decreased due to the
economic problems. As a result, the number of
publications registered in Web of Science, stayed
between 30 000 and 34 000 per year. Thus, Russian
science moved from the group of leading countries
to the second dozen.

Restoration of Russian Science started in 2006 after
government had introduced a new model of the
research process. Essential part of the model was
wide application of the formal scientific results
assessment. This approach triggered a rapid growth
of scientometrics publications  written by
mathematicians, physicists, philosophers and
others. The main goal of this paper is to make a
review of new Russian scientometrics landscape,
which could help to determine its strengths and
weaknesses and launch new collaborations.

Method

In this paper basic set of scientometric articles
produced by Russian scientists is analysed. It
consists of two periods: 1988-1999 and 2000-2014.
The data for the first part (99 publications) was
extracted from Russian Institute for Scientific and
Technical Information database, abstract journal
“Informatics” (Penkova, O. & Tyutyunnik V.,
2011) Publications from 2000 until 2014 were
requested from Russian Science Citation Index
(national bibliometric database) by using context
search with terms "bibliometric", "scientometric",
and "webometric" (in Russian) in titles and
annotations.

For every article in this set we identified topic
category according to its title, annotation and, in
some cases, full text. Afterwards, we analysed the
distribution and dynamics of the categories and of
the whole set.

Dynamics of Russian scientometric researches

Noteworthy, scientometrics in Russia has very
meaningful historical background. It was Russian
philosopher and mathematician V. Nalimov, who in
1969 introduced the term "Scientometrics" in his
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famous book. In 1973 Marshakova and Small
simultaneously introduced co-citation analysis,
which is used for research front findings now. Dutt,
Garg & Bali in 2003 analysed fifty volumes of
journal Scientometrics during 1978 to 2001 and
examined the distribution of the output of different
countries. According to their paper, former USSR
contributed 59 of 1317 articles that are emphasized
on history of science, theoretical studies and
scientometrics distribution. Despite these go-ahead
results, scientometric researches became a trend in
Russia only after 2006 (Fig.1).

250
200
150 2013; 140
100 2009; 58
50 2006; 16
1988 1990 1992 1994 1996 1998 2000 2002 2004 2006 2008 2010 2012 2014

Figure 1. Dynamics of scientometric publications
in Russian journals.

There are three sharp increases at Fig 1: in 2006,
2009, and 2013. The first growth in 2006 relates to
the reformation of salary system, which implied
significant dependency of the payment bonuses
upon publication scores for every single scientist.
Facing this new challenge, a number of researchers
considered its fairness; some of them noticed the
helpfulness of the bibliometric methods and started
to apply it for their subject area. The second wave
started in 2009™ after the end of the salary system
reformation. From that moment, every researcher
became financially interested in improving his
scientometric indicators. Research society had to
analyze these changes, thus we can observe sharp
increase in 2009 at Fig 1.

Despite the rapid growth before, in 2013™ the
number of scientometric publications had doubled.
The reason is clear: in May 2012, President of
Russia V.V. Putin proclaimed that the fraction of
publications of Russian researches indexed by Web
of Science in 2015™ has to be greater than 2.44%.
This was quite a big challenge for national science,
because it literally meant that the annual number of
articles has to be increased from 32-33 thousands in
2010-2011 to 46-50 in the next 3 years. The



reasons, the ways and the possibilities of that
breakthrough were the main topics for discussion
over the year. After that, in June 2013 another
dramatic event occurred: restructuring of the
Russian Academy of Science (RAS), headquarters
of fundamental sciences. This tough stage was
accompanied by criticism of the Academy for low
scientometric indicators. Unfortunately,
scientometrics has been used as an instrument for a
radical transformation of management of Russian
science.

Directions of researches

We defined 16 categories and analyzed the articles
distribution (Fig.2). 33% of researches were
devoted to a specific subject area investigation. It is
followed by: development and applying of
indicators  (13%), general discussions about
scientometrics and its place in research
management (11%), impact-factors and journal
improvement issues (7%), positions of Russian
science in a global scope (6%). According to our
estimates, from 50% to 75% of publications were
made using bibliometric methods, principally in
categories: “Subject areas”, “Journals”, “National
science”, ‘“Dissertations”, ‘“Regional research”,
“Leading scientists research”, “Science in HEI”,
“Conferences”, “Organizations”, “Collaborations”,
“Patents”.

Conferences; 18 Collaboration; 7.

Organizations; 8
Projects; 14

Patents; 5

Scientometrics in
libraries; 18

Science in
universities; 19

Famous people
research; 19

Systems and
databases; 23

Regional research

\
Dissertations; 25} (

Webometrics; General
53 discussions; 63

Figure 2. Distribution of scientometric
researches by categories (number of publs.)

We determined the most developing categories and
analyzed the dynamics. The main contribution to
publication rise, shown at Fig.1, was made by
“Subject area” category from 2007 to 2012. The
second contributing category “Indicators” contains
a number of articles about publications and
citations amount, impact factor and Hirsh index.
The third category supports general scientific
discussion about scientometrics, started in 2009.
Three more categories significantly increased in
2013: “Journals”, “Science in universities”,
“Systems and databases”.
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Conclusion

Figure 1 can be thought of as an indirect measure of
the influence of the State on Russian Science.
Indeed, there was a lack of scientometricians and
poor scientometric publication activity in Russia
before 2006™, the very beginning of reformation.
The following alterations made many researches
slow down or suspend what they had been doing
before and start making their own scientometric
investigations. The more severe were the changes,
the more scientists were influenced. Furthermore, it
seems there were no other reasons for the
mentioned  breakthrough. At first  glance,
scientometrics is supposed to benefit from it. That
would be so, excepting two facts. First, concerning
scientometrics as an instrument of reformation,
many scientists consider it primarily as a stick for
punishment and do not trust it. This creates quite a
negative environment for further development, but
this story has already happened. “When a system of
assessing and funding researchers was introduced in
South Africa, there were cases when scientists
attacked scientometrics...” (Pouris, 1994). Second,
the most of the scientometric researches, which
were published in Russia the last years, relate to
one of the groups: 1) Position of the scientometrics
and its indicators in the processes of the
management of Russian science. 2) Bibliometric
researches of science disciplines and Russian
science as a whole. 3) Bibliometric and webometric
researches of various sources of publications:
journals, organizations (incl. universities), famous
scientists, conferences, projects, dissertations sets
and so on. Since those three groups include up to
90% of publications, there is not much space left
for more complicated and go-ahead researches,
such as collaboration studies, research fronts
detecting, R&D cycle analysis, altmetrics, society
impacts, etc. At the moment, scientometrics in
Russia remains the “product for internal use”
mostly. Still, we expect the internalization of this
research field and the increase of the visibility of
Russian publications worldwide.
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Introduction

The Marine Biotechnology (MB) research area is
gaining increasing relevance in Brazil. Its analysis
is a challenge owing to the inherently
multidisciplinary nature, and the study of research
groups (RGs) may support this work. The task of
analysing RGs is facilitated in Brazil, which has a
national source gathering the country's RGs,
maintained by the National Council for Scientific
and Technological Development (Conselho
Nacional de Desenvolvimento Cientifico e
Tecnologico - CNPq): the Directory of Research
Groups of the Lattes Platform (Diretério dos
Grupos de Pesquisa da Plataforma Lattes,
http://lattes.cnpq.br/web/dgp), with information
from RGs related to: i. institutional headquarters; ii.
Research Group name; iii. First leader name, iv.
Second leader name (if any), and v. Predominant
area. This source allows automatic data extraction
already made available by research groups,
allowing for full and systematic exploitation. This
work aims to present first findings from
exploitation on research groups in MB existing in
Brazil registered in the Directory of RGs of the
Lattes Platform, checking the collaboration
networks formed by the leaders of these groups,
mainly highlighting the natural influence that
leaders have on other peers, meaning a leadership,
focusing on research groups through the topological
properties of networks with the use of Social
Network Analysis (Abbasia, Wigand & Hossain,
2014), in order to behold their evolution and the
role of the RGs’ leaders in MB in Brazil and testing
if it is possible to establish a relationship between
the degree of leadership of the leaders considering
topological information from networks.

Methods

This initial approach is focused on three points: 1.
networks characterization in number of RGs
involved, the active institutions and their location,
and the dominant areas in multidisciplinary
research; 2. description of the dynamic aspect of the
network formed by these RGs through its evolution
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over the last 15 years, distributed in three five-year
periods; and 3. determination of the "degree of
leadership" of these networks’ leaders, as measured
by AuthorRank indicator, which is a numerical
value that indicates the impact of a member in
collaboration graph. This measurement is similar to
PageRank for directed graphs (with weights) (Liu et
al., 2005). Thus, the aim was to consider this
indicator as an attribute of the leadership for the
leaders of these RGs in the analyzed period.

Data collection and analysis

First, the MB research groups were identified by
search using 37 MB terms raised in the related
literature. Following, it was obtained data related to
RGs such as institutions involved, 1st Leader name,
and Main Area, allowing identify the Lattes ID
(researcher identification number registered in the
Lattes Platform) of the groups’ leader. Second, we
used scriptLattes tool (Mena-Chalco & Cesar
Junior, 2009) in order to extract information
associated with all the investigated leaders during
the period of 15 years (1999-2013). We obtained
data from the scientific production of each leader
related to total articles, books, book chapters, and
conference papers. For data analysis, we consider
the professional addresses recorded for each leader
to obtain the geographic location of each group
through Google Maps tool. We obtained lists of full
papers (solely) of the groups’ leaders published in
journals, and with scriptLattes tool we identify all
publications in co-authorship. In addition, there
were obtained the endogenous networks (internal
collaboration) of the leaders. The AuthorRank was
calculated for each actor. This indicator is
commonly used for measuring the impact of
members of an academic collaboration network
(Liu et al., 2005). Our analysis was outlined
considering four time periods: A global period
(1999-2013) and three five-year periods: 1999-
2003, 2004-2008, and 2009-2013. This division
into different periods allows to study distinct
topological characteristics of the network and its
evolution.
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Discussion and conclusion

There are 402 RGs working in one or more topics
related to the MB field from 34 different subject
areas, main ones showed in Figure 1. RGs are from
110 institutions geographically concentrated along
the Brazilian coast (South and southeast prevailing
in number of institutions and research groups —
Figure 2). We identified the leadership of the ten
most active researchers in the co-authorship
networks, with AuthorRank varying between 2.33
and 4.1 (Table 1). It was observed that there is a
systematic increase in academic interactions during
the considered period (Figure 3) and that academic
leadership is not uniform among the leaders (Figure
4). The task of characterizing the emerging area of
research in MB has grown in importance in Brazil,
and this work relates to this issue.
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Abstract

Patent classification analyses are usually conducted using issued patents. Issued patents however suffer lengthy
examination and the derived analytic results reflect R&D activities occurring considerable time in the past. The
only option for an analyst to reduce such observational time delay is to use the so-called pre-grant publications
(PGPubs) that are open to public 18 months after patent applications are filed. The PGPubs and their
corresponding issued patents are both assigned classification symbols. If the two sets of symbols are very
different, using patent classification analysis on PGPubs to observe R&D activities is dubious. This study
therefore compares the United States Patent Classification (USPC) symbols assigned to about 235,000 pairs of
U.S. utility patents issued in 2012 and their PGPubs in three ways, each corresponding to an approach of a
conventional patent classification analysis: (1) considering only the class codes of the main classification
symbols; (2) considering only the main classification symbols; and (3) considering both main and auxiliary
classification symbols. The study finds that only the class codes of the PGPub main classification symbols are
reliable enough for patent classification analysis as there are about 78% of the PGPubs have identical class codes
as their corresponding issued patents.

Conference Topic
Patent analysis

Introduction

A patent application is classified during its prosecution process based on its inventive content
by an examiner and one or more classification symbols are assigned in accordance with a
standard scheme such as International Patent Classification (IPC), Cooperative Patent
Classification (CPC), U.S. Patent Classification (USPC), etc. Patent classification analysis
(PCA) is a popular practice by patent analysts using the patent classification symbols, and it is
so popular that, to the authors’ knowledge, all commercial patent analytic systems/services,
such as Thomson Innovation® and WIPS Global®, have various types of PCA built-in.

A common type of PCA is to investigate the R&D focuses of an entity (i.e., a company, an
institute, a country, a technical field, etc.). An analyst gathers the patents affiliated with the
entity, collects the classification symbols assigned to these patents, counts the number of
times each classification symbol is assigned to these patents, and usually produces a diagram
such as a histogram, a heat map, etc., to visually manifest the assignment frequencies of the
classification symbols. By observing the diagram, the analyst then claims that the entity has
its R&D focused in a few technical areas denoted by the most frequently assigned
classification symbols.
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Figure 1. A sample histogram from a fictitious PCA.

A sample histogram from a fictitious PCA using IPC symbols for a company is shown in
Figure 1. As illustrated, the company is considered to have its R&D effort mainly focused in
the field Semiconductor Devices denoted by the most frequently assigned IPC symbol HO1L.
Other than the real-life application described above, patent classification symbols are
considered as a viable source of technological information by researchers, and various types
of PCA have been proposed in the literature. To mention just a few, the number of different
classification symbols assigned to an entity’s patents is used as a proxy to the entity’s
technological diversity (cf. Lerner, 1994), the co-classification of patents (i.e., patents
assigned one or more identical classification symbols) is used to investigate the linkage
among technologies (cf. OECD, 1994), or the relationships among organizations (cf.
Leydesdorft, 2008). There are also studies investigating the technological relatedness of two
entities using the classification symbols assigned to their patents (cf. Jaffe, 1986; 1989). In
addition, the classification symbols of a patent’s forward and backward citations are used to
evaluate the patent’s “generality” and “originality” (cf. Henderson, Jaffe, & Trajtenberg,
1997). However it should be noted that there are opinions considering the existing patent
classification schemes are “never intended to provide conceptual delineations of technology
areas, but instead identify inventions by function at very low levels of abstraction in order to
serve as aids to prior art searching” (Allison et al., 2004).

As described above, PCA can be used to observe the focus of an entity’s R&D activities up to
the time of analysis or, if the entity’s latest patents are gathered, of the entity’s recent R&D
activities. However, what is revealed by the latter is actually not the R&D activities happened
around the time of analysis but a considerable amount of time in the past. To see this, the
curve with diamond marks in Figure 2 depicts the distribution of U.S. utility patents issued in
the year 2012 according to their application years. About three quarters of the 2012-issued
utility patents are actually filed between 2007 and 2010. In other words, if a histogram similar
to Figure 1 is derived from these 2012-issued patents, the revealed R&D focuses actually
occur and disperse in a period of time quite in the past.
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Figure 2. Distributions of 2012 issued patents and PGPubs based on application years.

The only possible way to reduce this time delay is to use the so-called pre-grant publications
(PGPubs), instead of the issued patents. A patent application usually undergoes an early
publication process before the patent is issued by the authority or before the patent application
is given up by the applicant. Again taking Figure 2 as example, the curve with square marks
depicts the distribution of U.S. PGPubs published in the year 2012 according to their
application years. As illustrated most PGPubs are filed between 2010 and 2012, which are
concentrated in a more limited period of time and in a more recent past.

The early publication process is a common practice for authorities across various nations and
regions. For example, U.S. Patent Act (35 U.S.C. § 122(b)) specifies that, “each application
for a patent shall be published ... promptly after the expiration of a period of 18 months from
the earliest filing date for which a benefit is sought under this title.” There are indeed
exceptions that an application is not early published if the application is (i) no longer pending;
(i1) subject to a secrecy order; (iii) a provisional application; (iv) an application for a design
patent; or (v) requested by the applicant. These exceptions are not common and, for utility
patent applications, which are the most common type of patent applications, it is very possible
that an issued utility patent is early published. According to our statistics, there are 253,580
utility patents issued in the year 2012 and 17,993 of them (7.1%) do not have corresponding
PGPubs.

When a patent application is filed, the patent application is initially classified and
classification symbols are assigned so as to route the patent application to an appropriate
examiner team (USPTO, 2004). Then, after the patent application has undergone substantive
examination, its examiner may alter the initial classification and assign different classification
symbols (USPTO, 2005). As such a PGPub and its subsequently issued patent have their
respective classification symbols and their classification symbols may not be identical.

PCAs usually utilize the issued patents, instead of PGPubs, most likely due to that the
PGPubs have not undergone substantive examination, and their classification symbols may
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not fully reflect their inventive contents. Yet PGPubs are better subjects for investigating the
latest R&D focuses as they do not suffer lengthy pendency and strict screening by the
examination process as reflected in Figure 2.

This study therefore tries to investigate the adequacy of using PGPub classification symbols
for PCA. If the answer is yes, analysts can effectively reduce the time delay of their analytic
observations to about 18 months, which is a significant improvement. On the other hand, even
if the answer is no, analysts would know that PGPub classification symbols are not reliable,
and they should avoid using them or at least be cautious about PCAs based on PGPub
classification symbols.

Methodology

To investigate the adequacy of PGPub classification symbols for PCA, we collected U.S.
utility patents issued in 2012 and their corresponding PGPubs for comparison. Utility patent
is chosen because, for the three types of U.S. patents, utility patent is the most common and
numerous one, design patents do not undergo the early publication process, and there are only
a small number of plant patents. According to our statistics, there are only 868 plant patent
applications filed each year between 1992 and 2011 on the average.

Each U.S. utility patent/PGPub is classified with three classification schemes: IPC, CPC, and
USPC, and we choose the USPC symbols for comparison. This is because USPC is the
default scheme for United States Patent and Trademark Office (USPTO) (USPTO, 2012), the
IPC symbols are most likely machine-converted from the USPC symbols, and the CPC are
not popular yet. Most importantly, USPC scheme does not have versions as it is updated
every two months and the USPC symbols of all documents contained in USPTO databases are
thoroughly and automatically re-classified accordingly (Wolter, 2012). In other words, when
the USPC symbols of an issued patent are compared against those of its PGPub, whether the
USPC symbols are of the same version is not an issue. One may question that USPC, as a
domestic scheme, may not be representative. However, we believe that what this study
observes from using U.S. patents and USPC could provide us at least some hint when dealing
with patents of different countries and using different classification schemes.

Like all other classification schemes, USPC provides a hierarchical taxonomy of technical
areas. Each USPC symbol contains a class code and a subclass code separated by “/.” For
example, a USPC symbol 623/2.1 has class code 623 and subclass code 2.1. The class code
(e.g., 623) represents a highest level of non-overlapping technical area whereas the subclass
code (e.g., 2.1) represents a lower level of technical area belonging to the one denoted by the
class code. For subclass codes under the same class code, they may have hierarchical
relationship among themselves. For example, 623/2.11 and 623/2.12 represent parallel
technical areas but the two technical areas both belong to the technical area denoted by the
symbol 623/2.1 (USPTO, 2012).

A U.S. utility patent/PGPub is assigned one or more USPC symbols. Among them, one and
only one is expressed in boldface in the patent/PGPub documents. For issued patents, the
official name for the bold-faced symbols is original classification symbols and, for the
normal-faced symbols, cross-reference classification symbols by USPTO. As to PGPubs, the
official name for the bold-faced ones is primary classification symbols and, for the normal-
faced ones, secondary classification symbols. For simplicity’s sake, we refer to the bold-faced
symbols as the main classification symbols whereas the rest of the normal-faced symbols as
the auxiliary classification symbols, whether or not they are from issued patents or PGPubs.
The main classification covers the novel and non-obvious information contained in a
patent/PGPub whereas the auxiliary classification covers other information considered to be
valuable for searching (USPTO, 2012).
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To determine whether PGPub classification symbols is adequate for PCA, we use the
classification symbols assigned to the corresponding issued patents as reference as they are
assigned by examiners after substantive examinations and therefore assumed to have better
reflected the inventive contents of the patents.

Table 1 provides a number of examples where the sets of classification symbols assigned to
three U.S. utility patents issued on 2015/02/10 and their PGPubs are listed side by side for
comparison. As illustrated in Table 1, the two sets of classification symbols may not be
identical, and the set assigned to the issued patent indeed seems to be more detailed than that
assigned to the corresponding PGPub.

Table 1. The classification symbols assigned to three sample pairs of PGPubs/patents.

PGPub no./Patent no. PGPub symbols Patent symbols

20140289912/8,955,161 850/18 850/1; 250/339.11; 250/339.14; 73/105; 850/5;
850/50; 850/6

20120124680/8,955,160 726/34 726/34

20110252484/8,955,159 726/32 726/32; 380/201; 705/57; 726/27; 726/31; 726/33

There are quite some researches involving the measurement of similarity between nodes in a
hierarchical taxonomy of concepts, which can be applied to classification symbols as well.
For example, in one so-called edge-based approach, the similarity between two nodes is
calculated based on the numbers of edges from the root of the hierarchical structure to the two
nodes and to their nearest common ancestor node (Slimani, Yagahlane, & Mellouli, 2008).
Similar edge-based approaches can be found in McNamee (2013). There are also so called
node-based approaches, which capture a node’s feature in the hierarchical structure as a
vector and calculate a similarity measure based on the concept vectors of two nodes (cf. Liu,
Bao, & Xu, 2012).

These studies do have their academic merit but cannot directly tell us whether PGPub
classification symbols is reliable or not for PCA. We therefore adopt a different and practical
treatment to the comparison of the classification symbols. First, we notice that existing
commercial analytic systems/services conduct PCA using one of three simple approaches:

- PCA using Approach 1 counts only the class codes of the patent or PGPub main
classification symbols so as to obtain a broad picture of the distribution of R&D activities;

- PCA using Approach 2 counts only the main classification symbols and ignores all auxiliary
classification symbols of patents or PGPubs, considering that the main classification symbols
are the most representative ones; and

- PCA using Approach 3 counts all patent or PGPub classification symbols with no distinction
between main and auxiliary classification symbols, believing all classification symbols are
equally important.

To demonstrate the three approaches, using the Patent Symbols column listed in Table 1 as
example:

- Approach 1 counts the class codes 850 as being assigned once, 726 being assigned twice;

- Approach 2 counts each of the main classification symbols 850/1, 726/34, and 726/32 as
being assigned once; and

- Approach 3 counts each of the 14 classification symbols as being assigned once.

Please note that, to the authors’ knowledge, commercial analytic systems/services ignore the
hierarchical relationship between classification symbols. For the above example, 850/6 is
actually a technology area belonging to that of 850/5 but commercial analytic systems
conducting PCA using Approach 3 treat 850/5 and 850/6 as denoting distinct technology
areas probably for simplicity’s sake.
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Then, to see whether PCA using one of the above approaches on PGPubs classification
symbols would deliver trustworthy result, we conduct three analyses as follows, each
corresponding to one of the approaches above:

- Analysis 1 compares the main classification class codes of PGPubs to those of the
corresponding issued patents.

- Analysis 2 compares the main classification symbols of PGPubs to those of the
corresponding issued patents and calculates the consistency rate.

- Analysis 3 compares the sets of classification symbols of PGPubs to those of the
corresponding issued patents.

Then all three analyses calculate the percentage of PGPubs having identical main
classification class codes, main classification symbols, and sets of classification symbols to
their corresponding issued patents. Since commercial analytic systems/services ignore the
hierarchical relationship between classification symbols, our three analyses follow the same
practice.

A 100% percentage indicates that PCA on PGPubs using one of the approaches would yield a
result identical to that using their issued patents, meaning that using PGPubs can achieve
reduced time delay with total accuracy. But a 0% percentage implies that PCA on PGPubs
using one of the approaches delivers totally incorrect result. We therefore specifically refer to
the percentage as consistency rate so as to avoid confusion with the general term percentage.
If statistically there is a very high consistency rate or similarity from the PGPubs, a histogram
such as Figure 1 obtained from PGPubs using Approach 1, 2, or 3 would be very close to one
from the corresponding subsequently issued patents. An analyst then can confidently utilize
the PGPubs for PCA by Approach 1, 2, or 3 and achieve a reduced time delay.

To demonstrate the three analyses, again using the three sample pairs of PGPubs/patents listed
in Table 1 as example:

- Analysis 1 shows that PCA using Approach 1 on PGPubs has a 100% consistency rate (i.e.,
all three pairs’ PGPubs have identical main classification class codes to those of their issued
patents);

- Analysis 2 shows that PCA using Approach 2 on PGPubs has a 66% consistency rate (i.e.,
except the first pair, the other two pairs’ PGPubs have identical main classification symbols to
those of their issued patents); and

- Analysis 3 shows that PCA suing Approach 3 on PGPubs has a 33% consistency rate (i.e.,
only the second pair’s PGPub has an identical set of classification symbols to that of its issued
patent).

For PCA using Approach 3, the simple consistency rate described above is too narrow to give
us a complete picture. For example, even though the two sets of classification symbols from
the third pair of patent/PGPub listed in Table 1 are different, the PGPub classification symbol
{726/32} is actually a proper subset of the issued patent’s classification symbols {726/32,
380/201, 705/57, 726/27, 726/31, 726/33} and therefore still captures a portion of the
inventive content. The calculation of the consistency rate however ignores this condition.
Therefore in conducting Analysis 3, we divide the PGPub-patent pairs into 5 categories based
on the relationships between their sets of classification symbols so as to gain more insight.

- Category 1: their sets of classification symbols are identical (i.e., {PGPub} = {Patent}).

- Category 2: their sets of classification symbols are entirely different (i.e., {PGPub} #
{Patent} and {PGPub} N {Patent} = @).

- Category 3: the PGPub’s set of classification symbols is a proper subset of that of the
corresponding patent (i.e.,{PGPub} # {Patent} and {PGPub} c {Patent}).

- Category 4: the patent’s set of classification symbols is a proper subset of that of the
corresponding PGPub (i.e.,{PGPub} # {Patent} and {Patent} c {PGPub}).

821



- Category 5: their sets of classification symbols are not entirely different, do not belong to
each other, and have a non-empty intersection (i.e.,{PGPub} # {Patent},{PGPub} ¢ {Patent},
{Patent} ¢ {PGPub}, and {Patent} N {PGPub} # 0 ).

Then, for the patent/PGPub pairs belonging to each category, we calculate an average Jaccard
Coefficient (Jaccard, 1901) as expressed in (1) where {PGPub} and {Patent} are the two sets
of classification symbols assigned to the PGPub and the corresponding issued patent,
respectively. Jaccard Coefficient, or Jaccard Index, or Jaccard Similarity Coefficient, was
originally designed for comparing similarity between sample sets, and has already been
applied in patent bibliometrics such as co-citation analysis (Small, 1973). Here we use it to
capture the degree of discrepancy between {PGPub} and {Patent}.

__ |{PGPub}n{Patent}|

] = (1)

|[{PGPub}u{Patent}|

Findings

We collected 253,580 utility patents issued in the year 2012 from USPTO database. After
removing those having no corresponding PGPub, those having no classification symbol (e.g.,
these patents are withdrawn and withdrawn patents do not have patent classification symbols
recorded in the USPTO database), and for unknown reason those having no main
classification symbols, there are total 234,966 patents eligible for analysis. As mentioned in
the previous section, USPC is updated every two months and all patents are re-classified
accordingly. We collected the USPC symbols assigned to the 234,966 patents and their
corresponding PGPubs under the USPC scheme up to 2013/10/31.

An initial statistics shows that the 234,966 patents have average 3.9 USPC symbols and their
corresponding PGPubs have average 2.2 USPC symbols, and that 64.16% of the 234,966
patents have a greater number of USPC symbols than that of the corresponding PGPubs,
indicating that issued patents seem do have more careful assignment of classification symbols
than their PGPub counterparts. In some extreme cases, PGPub No. 2010/0316607 has the
greatest number of USPC symbols (48) among all PGPubs whereas patent No. 8,179,540 has
the greatest number of USPC symbols (65) among all patents. The latter is also the case
having the greatest difference (63) between the issued patent and the corresponding PGPub.

Analysis 1

For each pair of the 234,966 PGPubs and corresponding issued patents, we compared the
class code of the PGPub’s main classification symbols against that of the corresponding
issued patent, and we found that the consistency rate is 77.89%. That is, 183,024 out of the
234,966 pairs of PGPubs and patents have identical main classification class codes, and the
remaining 51,942 pairs (22.11%) have difference main classification class codes. In other
words, there is a 22.11% probability that a PGPub’s main classification class code does not
accurately reflect the inventive content of the corresponding patent.

Analysis 2

For each pair of the 234,966 PGPubs and corresponding patents, we compared the main
classification symbol of the PGPub against that of the corresponding issued patent, and we
found that the consistency rate drops to only 36.42%. That is, 85,584 out of the 234,966 pairs
of PGPubs and patents have identical main classification symbols, and the rest 149,382 pairs
(63.58%) have different main classification symbols. In other words, there is a very
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significant 63.58% probability that a PGPub’s main classification symbol does not accurately
reflect the inventive content of the corresponding patent.

Analysis 3

For the 234,966 pairs of PGPubs and corresponding patents, we categorized them into 5
categories based on the relationships between their sets of classification symbols, and
calculated the average Jaccard Coefficient for each category. The result is summarized in
Table 2.

Table 2. Comparison result from Analysis 3.

Category Pairs Percentage Agji.e}ggccf;;d Std. Deviation
1 14,958 6.37% 1 0
2 89,981 38.30% 0 0
3 63,057 26.84% 0.34 0.16
4 10,693 4.55% 0.45 0.15
5 56,277 23.95% 0.22 0.11

As illustrated, PGPubs in Category 1 are those having identical sets of classification symbols
to their issued patents and their share (6.37%) among the 234,966 PGPubs is exactly the
consistency rate of Analysis 3.

PGPubs in Category 2 are those having totally different sets of classification symbols from
their issued patents and, for a PCA on these Category-2 PGPubs using Approach 3, the
analytic result would be totally incorrect, but PGPubs of this category has the greatest share
(about 38%) among all PGPubs.

PGPubs in Category 3 are those having sets of classification symbols being proper subsets to
those of their issued patents, and cover about 27% of all PGPubs. For these Category-3
PGPubs, their classification symbols capture only 34% of the inventive content as reflected by
their average Jaccard Coefficient. We can imagine that, for a PCA on Category-3 PGPubs
using Approach 3, a histogram such as Fig. 1 would miss a significant amount of information.
Category 4 is a special case where PGPubs have sets of classification symbols that are proper
supersets to those of the corresponding issued patents, and therefore covers the smallest share
(less than 5%). For these Category-4 PGPubs, their classification symbols capture all
inventive content but unfortunately provide on the average 55% (1-0.45) surplus and
erroneous information. Again we can imagine that a histogram from PCA on Category-4
PGPubs using Approach 3 would contain too much noise.

Category 5 is a combination of Categories 3 and 4, meaning these 24% of the PGPubs have
sets of classification symbols that not only miss significant amount of information but also
provide significant amount of erroneous information, as reflected by the very limited average
Jaccard Coefficient (0.22).

Conclusion

This study arises out of an attempt to use PGPub classification symbols for PCA so as to
investigate an entity’s latest R&D focuses with limited time delay. It is however speculated
that the PGPub classification symbols are not carefully assigned and their adequacy for PCA
has to be determined first.

We therefore gathered 234,966 pairs of issued patents and corresponding PGPubs, and
compared their classification symbols in accordance with the three approaches that a
commercial patent analytic system/service usually employ.
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Assuming that the classification symbols of the corresponding issued patents better reflect the
inventive contents of the patents and as such using them as reference, we find that, if the
commercial patent analytic systems/services count the main classification symbols, or the
entire sets of classification symbols of the PGPubs for PCA, only 36.42% of the PGPubs have
identical main classification symbols, and only 6.37% of the PGPubs have identical sets of
classification symbols to those of the corresponding issued patents. PCA using PGPubs as
described can hardly be considered as reliable.

The best candidate for using PGPubs in PCA is the PGPubs’ main classification class codes.
We find that as high as 77.89% of the PGPubs have identical main classification class codes
to those of the corresponding issued patents. The main classification class codes, however,
represent the broadest technical areas and using them to investigate R&D focuses would
provide only limited insight.

This study can be further carried out as follows. In order to make the main classification class
codes even more useful for PCA, the consistency rate for each individual class can be
determined. For some classes that have statistically very high consistency rate, PGPubs
assigned with these class codes can be used for PCA with high confidence whereas, for
classes of low consistency rate, an analyst should avoiding using them for PCA.

Additionally, one may be curious about why some class codes reveal higher consistency rates
than the others. We speculate that, for some well-developed technical fields, the consistency
rates of their class codes would be high as the classification of the related technology should
be familiar to the examiners whereas for emerging technical fields, the consistency rates of
their class codes would be low as the examiners may have different opinions on what the
related technology should be classified. The investigation of this speculation is currently
under way.

If both reduced time delay and better analytic insight are required, an analyst would require a
better tool that can take the hierarchical relationship among classification symbols into
consideration. If this kind of tool is available, we speculate that some specific technical areas
may reveal a high consistency rate or similarity measure even for PCA using Approaches 2
and 3. The identification of these specific technical areas and how reliable the PGPub
classification symbols are in these specific technical areas can be further investigated.
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Abstract

Relying on the perfect integration of Internet technology, new business format and financial services, the
Internet finance is developing at an unexpected speed, bringing impacts to Chinese-funded banks in the
traditional business and emerging areas such as customization. Based on the preliminary study of the close
contact between Chinese-funded banks and Internet financial enterprises as well as the necessity of patent
protection, the paper proposes a comprehensive analytical framework and makes statistical comparison between
5 well-known Chinese-funded banks and Alibaba Group’s patents from the perspective of annual trend,
collaboration, application organizations, citation and other characteristics with data up to 2014 collected from
Derwent Innovations Index(DII). It builds a Derwent Manual Code co-occurrence network with time coordinate
by combining with visual tools and quantized the respective patent focuses of banks and Internet financial
enterprises from the perspective of frequency and burst. After analysing the patents’ contents, the paper
discusses the mode of patent assignment. Finally, according to the status of patents, the paper concludes the
strategic layout of domestic banks and Internet financial enterprise’s intellectual property protection to predict
the trend of further competition and alliance.

Conference Topic
Patent Analysis

Introduction

The data of British magazine “Banker” showed that in 2014, 13 Chinese banks ranked among
the world’s top 100 banks. Among them, Industrial and Commercial Bank of China ranked
No.l with the fund scale of 2,076.14 billion U.S. dollars, followed by China Construction
Bank, Bank of China and other Chinese-funded banks, highlighting the fast growth and
significant expansion of Chinese-funded banks. Nevertheless, the rates of return on assets of
these banks were less than 3%, indicating that although the overall profit scale of China’s
banking ranked No.l in the world, its profitability was not the case. With the slowdown of
economic growth, substantial promotion of interest rate liberalization and further
standardization of banking regulation, it is difficult for banks to maintain rising profit by
relying on traditional channels. Like a huge dam, commercial banks store the saving deposits
and collaborative deposits, but now there is a gap in the dam and the initiator is Internet
finance. In the extensive penetration of Internet technology, traditional financial industry is
undergoing dramatic changes: financial services have become the area competed by major
institutions. Investors’ “financial outlook™ is corrected and the process of interest
marketization has been promoted virtually (SOHO, 2014). The release of small and micro
enterprises and individual consumer market’s demand for loan is accelerated and the
financing market presents a thriving prospect. With huge dividends of reform as well as the
progress of big data and cloud computing technology, the Internet financial innovation is
increasingly deepening. The rapid rise of Internet financial enterprises obliges Chinese —
funded banks to face the continuous overlapping business, increasing demand for product
service, competition and challenges brought by the application of innovative technologies.

In the new era, the competition between Chinese-funded banks and Internet financial giants
does not only stay in the extent of business coverage, and more importantly, it is a rigid form
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of innovation, which has been highly concerned by famous financial institutions, especially
international banks, and produced historical and substantial effect on financial markets,
services, products and management (Chen, 2006). Meanwhile, as an important link of
financial products and intellectual properties, patents reflect the high degree of innovation of
bank and Internet financial enterprises in service and product development. Meanwhile, in the
period of patient protection, the banks exclusively enjoy the market of the innovative product,
increase extra profits and safeguard fundamental interests. Events including the determination
of the United States on the patentability criteria of bank business methods in 1998 or the
patent bulk purchase of Alibaba Group before the listing in the United States in 2014
indicated that the field of financial patent protection has always been a focus of people. With
the constant innovation of e-commerce and in-depth integration of Internet and mobile
communication network, transaction platforms and payment means represented by e-banking,
online banking and mobile banking will be bound to become the main form of future financial
services. This control of the patents closely related to high-tech may become constitutor of
financial market rules.

Theoretical basis and analytical framework

The slight decline of net interest margin posed no threat to large banks like ICBC, and the real
blow came from the endogenous market force, the counterattack of Internet financial
enterprises. For example, Ali Group’s financial system has fundamentally broken the ice of
the domestic credit loan by the “one-stop” service of customer absorption, credit assessment,
loan review and issuance via e-business platform, providing more possibilities to the SME’s
problem of “difficult financing and expensive financing”. In addition, Ali Group does not
only involve in traditional fields of commercial banks including deposits and loans, financing,
payment and settlement, but resulting in profound impact on commercial banking services
and business philosophy. The formal establishment of Zhejiang E-business Bank (“Ali
Bank”) in 2014 intensified the potential threat to traditional banks. The strengthening of
intellectual property protection strategy fired the first shoot of the competition between
domestic banking industry and Internet financing; meanwhile, to defend the intellectual
property disputes with foreign companies, especially under the circumstances of Ali’s listing
in the United States, Chinese companies will be exposed to a wider range of patent
competition, so the enhancement of information sharing, innovative alliance building (Feng,
2013), and especially the optimization of patent protection become particularly important.
Overseas research on the relationship between Internet finance and banks was significantly
earlier than China. Chou, et al, believed the in-depth integration of Internet and bank caused a
revolutionary upheaval to the banking sector (Chou & Chou, 2000); Tsai, et al held the
customers of Internet financial enterprises and traditional commercial banks varied in age,
which was related to the degree of acceptance of innovative technologies and uncertain risk
factors (Tsai, Huang & Lin, 2005). Meyer pointed out compared with commercial banks, P2P
platform has lower operating costs and higher utilization of funds (Meyer, 2007); Ocean
believed Internet financial enterprises provided more convenient credit business than bank
process (Tess, 2013).

Chen believed the pressure of commercial banks caused by Internet finance should not be
overlooked, forcing commercial banks to accelerate the pace of reform and strengthen
customer customization (Chen, 2014); according to the status quo of competition between
Internet financial enterprises and traditional commercial banks, Wang proposed four
competitive strategies such as growth-orient strategy and aggressive strategy (Wang & Wang,
2014) by using the SWOT analysis; Gong thought the Internet financial model would not
shake the traditional business model and earning way of commercial banks in a short term,
and commercial banks should seek new development opportunities by using the Internet
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(Gong, 2013). The above literature study involved the impact of Internet finance on
traditional commercial banks as well as the business model based discussion on how
commercial banks deal with Internet finance. However, its analysis of the relationship
between commercial banks and Internet finance from the perspective of patent and
technological innovation is still a blank area. This paper makes econometric analysis of the
patents of Chinese banking industry and Internet financial giants, providing important
reference basis for the development and improvement of the related patent protection system

and patent strategy, the comprehensive analytical framework is proposed as shown in Figure
1.

International Environment

Foreign Banks
Bank to Bank < Credit loans Comneiition Other Financial
e Third-party payment P Institutions
* Financial products...
Chinese-funded Internet Financial
Banks Enterprises
e.g. ICBC,CCB,ADBC... e.g. Alibaba Group
- \’,I:gc‘hnolo.gy.AI-I"I'ap‘ge Collaboration
¢ Information-Sharing ... . .
Chinese Environment

~— Foreign Internet Enterprises . . .
Strategic Business Units

Intellectual Property Strategy

Status Analysis Based on Trend Prediction Based
Patents’ Structural Data on Patents’ Key Data

A J\
[+ Annual trend \ \

« Collaboration * Derwent Manual Code

o o co-occurrence network
* Application organizations - Assignment
« C(Citation... o

Countermeasures & Proposals

Figure 1. Patent analytical framework of Chinese-funded banks & Internet financial enterprises.

Data collection and analysis approach

The paper acquires the patents of the five representative Chinese-funded banks (ICBC, CCB,
ADBC, BOC and BOCOM) and Alibaba Group Holding Limited on Jan.7, 2015 in DII by the
way of Assignee Name and Assignee Code complex retrieval mode (Assignee Name and
Assignee Code is connected by “OR” internally and by “AND” between two), the time span is
from 1963 to 2014. After manual screening and exclusion, 917 Chinese bank patents and
1088 Ali patents are finally obtained.

The paper generalizes the patent development status and trend prediction of Chinese-funded
banks and Internet financial enterprises by approaches of patent quantity statistical analysis
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and patent content measurement in combination of visual tools, and proposes strategies and
measures for the two sectors to improve patent protection, enhance technological innovation
capacity, share information and build technology-business alliance if necessary, providing
reference for the new development layout.

Results

Results of status analysis based on patents’ structural data

Although the five Chinese-funded banks were built significantly earlier than Alibaba Group,
they didn’t occupy a striking advantage in the patent protection starting year, and lagged
behind Ali in the total number of patents. In 2002, ICBC’s patent of bank-card with dual
account’s processing device and method (PN: CN1397916-A) started the bank patent
applications. Three years later, Alibaba carried out comprehensive patent protection and
gradually exceeded the banks at an amazing growth. The annual patent application amount is
shown in Figure 2.

600
500 530
400
300 ¢ 5 Banks
200 : b ¢ Alibaba
131
117 &7
98 98 88 108 1
100 60 a
25 41 65
TR
0 +1 1 0 - +10 ¢ 12 | | | ‘ 0
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Figure 2. Annual trend of five Chinese-funded banks and Alibaba Group’s patent quantity.

Figure 2 shows that the patent application amount of the selected banks has entered into fast
growth since 2004. Though with slight fluctuation, but the overall situation is stable and the
annual application number is relatively balanced. ICBC (549 patents) and CCB (253 patents)
occupied a dominant position and led domestic banks to quickly engage in the patent
development gradually integrating high-tech into the enterprise strategic level. In contrast, Ali
Group’s patent application was almost in exponential growth trend. The number of patent in
2012 was as high as 530, and the growth declined since 2013. The rapid deployment of
domestic banks and financial enterprises was inseparable from the guidance of a series of
policy documents including “National Intellectual Property Strategy” and also inseparable
from the continuous expansion of Chinese enterprises and high-tech application.

By making statistics according to the patentee, we found all the 2005 patents were
independently applied by banks and Ali Group. Few patents were produced via internal
cooperation, and the branches concentrated in Zhejiang and Jiangsu. This phenomenon
indicated that Chinese-funded banks and Internet financial enterprises didn’t have close
external relation in the patent activities, with a low degree of cooperation. To some extent, it
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indicated that in the scope of finance, domestic enterprises have the relatively independent
R&D team and were not positive enough in the flow and share of knowledge and information.
If the external cooperation characterizes the degree of openness of proprietary technology, the
geographical distribution of patent pending organizations is the indicator of measuring the
corporate strategic deployment breadth. By the patent geological layout, we can learn and
predict the key development areas of banks and Internet financial enterprises as well as the
market distribution status of financial products and services (Luan, 2012). This paper makes
analysis based on the connotation of the patent pending areas and organizations represented
by the first two bits of code, we find only three patents of the Chinese-funded banks are
applied in the non-Chinese mainland pending organizations, which are held by ICBC and
distribute in WIPO, Taiwan and Russia. Although ICBC ranked No.1 in the world by a higher
core capital and positively promoted international business strategy by means of organization
application, mergers and acquisitions (till 2014, ICBC set up more than 330 overseas
establishments in 41 countries and regions), its patent strategy failed to achieve the
corresponding expansion (People, 2014). In contrast, Aliaba’s patent has a wider geographical
distribution; up to 71.7% (780pcs) of the patents were applied in organizations out of China.
The average number of non-Chinese mainland patent application is 2.4 times (non-Chinese
mainland application number/ non-Chinese mainland patent application number 1879/780),
and the application of a number of patents has covered the range of over 6 organizations, and
the pending mechanisms mainly distribute in Hong Kong, the United States and Europe
(Table 1). Since the expansion of overseas business (since the establishment in 1998, Ali
Group has set international headquarters in Hong Kong, offices in the United States,
European and Japan), maintaining a highly consistent direction.

Table 1. Distribution of Ali’s patent applications (outside of mainland China).

Region orY PCT(%) | Region Q1Y  PCT(%)
HK 631 33.58% JP 186 9.90%
US 337 17.94% KR 2 0.11%
WO 321 17.08% SG 1 0.05%
EP 201 10.70% AU 1 0.05%
T™W 196 10.43% DE 1 0.05%

Furthermore, the paper analyses status of two sections with patent citation data. These
citations open up the possibility of tracing multiple linkages between inventions, inventors,
scientists, firms, locations, etc. (Hall, Jaffe & Trajtenberg, 2001). 171 and 101 patents of
Chinese banks and Ali Group were cited by other patents, respectively; patents with high
citing frequency (top 5) were selected for analysis by combining with the cited patent
information, and Table 2 is derived. Data showed that all the highly cited patents of Chinese
banks were from ICBC, highlighting its outstanding R&D level among the peers.

Table 2. Highly cited patents of Ali and ICBC (Top 5).

ICBC Ali Group
PN/Freq. AE/Freq. PN/Freq. AE/Freq.

(cited patents) (citing patents) (cited patents) (citing patents)
CN1556449-A/19 BEIJ-Non-standard/10 | CN101562543-A/7 GOOG-C/5
CN101183456-A/7  INCO-Non-standard/3 | CN101662460-A SALE-Non-standard/4
CN1588846-A/7 TNCT-C/3 CN101662460-A/6  IPCU-Non-standard/3
CN101119202-A/6  JIED-Non-standard/2 | CN1835438-A/6 HUAW-C/2
CN101393671-A/5 SONG-Individual/2 | CN101685516-A/5 TNCT-C/1
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The patents of ICBC and Ali Group were mainly cited by enterprises, and a small number
distributed in the patents held in the name of individuals and universities. Enterprises cited the
patents of ICBC including categories of marketing, communications, telecommunications,
network equipment, data security, authentication and other related categories, of which the
citing frequency of BEIJING FEITIAN CHENGXIN SCI & TECHN CO (a world leading
professional software protection and authentication of high-tech intelligence company),
indicating the important of the authentication—related technology included in ICBC patents
and also reflecting the close relation between the company products and ICBC business.
Enterprises’ citations of Ali Group involved customer consulting, Internet, software,
communications (communications equipment), electronics, telecommunications, investing
and financing, and the patent citers distributed in the United States and Japan. It is noteworthy
that enterprises with similar business as Alibaba like Google, Tencent, are also among the
citing group, showing Ali’s patent technology is playing a guiding role in the Internet
industry. In addition, Beijing Institute of Technology and Taiyuan University of Technology
cited the patent of Ali and ICBC once, respectively.

Results of trend prediction based on patents’ key data

Compared to other classification system, Derwent manual code (MC) outlines more detailed
indexing information in retrieval of patent's theme and core content based on the uses and
applications of an invention, rather than just a straight forward description of what the
invention is (Stembridge, 1999).

Table 3. High frequency Derwent Manual Codes (Top 10).

Alibaba freq Five Chinese-funded banks
Freq MC Content Freq MC Content
310 TO01-JOSB4P Database applications 175 TO1-JOSA1 Financial
230 TO1-N01D3 From remote site or server | 140 TO1-NO1A1 Eft/banking
184 TO01-S03 Claimed software products | 139 T01-N01D3 From remote site or server
172 TO1-NO2A3C Servers 134 T01-JO5SB4P Database applications
154 TO1-N03A2 Search engines and 81 T05-L03C1 General control system
searching
126 T01-JO5B3 Search and retrieval 75 T01-NO2A3C Servers
123 TO1-NOID2 Document transfer 69 T01-DO1 Data encryption and
decryption
77 WOI-A07GI Transmission control 67 TO1-NO1A Financial/business
procedure
74 TO1-NO1A Financial/business 59 T01-NO1D2 Document transfer
65  TOI-N02A2C Client/server system 57 TO1-N02B2B System and fault
monitoring

Further, we transforms the bibliographic data of all the 2005 patents into WoS logging data
and introduced into the CiteSpace, and set the analysis interval as 1 year, then drawing the
maps (Figure 3 and Figure 4). By depicting the association and combination between the MCs,
it can analyse the correlation between patents and even technologies, and can also facsimile
the internal technology composition and structure (Shen, Gao & Teng, 2012). Timeline
visualization provides a directly temporal overview of technologies, columns are time periods
of co-occurrence of technologies and rows are clusters (Gong, Jiang, Yang& Wei, 2011). The
dynamically changing course of banks and Internet finance patent technologies can be
revealed by combining with the attribute changes in timeline axis. Moreover, the development
trend can be predicted through their restive business characteristics. The top 10 high-
frequency manual codes of Chinese-funded banks and Ali Group (Table 3) were intercepted
respectively to explore the hot fields.
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It can be seen from the analysis that the technical research of both subjects was carried out by
centring the category of “T01”, showing the Chinese banks and Internet financial enterprises
are very concerned about the application of digital computer in financial services. A series of
patent activities were conducted by combining with the research of “database applications”
and “application originating from remote sites or remote servers”. It is noteworthy that in the
distribution of the top 10 high-frequency bank patents, Internet financial patents showed a
high degree of overlap in some technical contents. In addition to “database applications” and
“remote service”, “document transfer” and “Financial/business” were also included in the key
content of their patent developments. In contrast, the patents of banks are more inclined to the
study of financial, banking, system monitoring and related technology; Ali Group makes
innovation and protection based on the contents of search engine and software.

As the largest cluster in the bank MC network, “bank background” demonstrated the general
picture of banking business featuring electronic funds transfer point of sale equipment,
currency handling systems, smart media and the Internet and information transfer, which
occupied the central position in the entire time chain.

2002 2003 2006 2007 2008 — 2014 |
CiteSpace, v. 3.8.R1 (32-bit)
January 10, 2015 12:07:38 AM CST
E:\d\allre
Timespan: 2002-2014 (Slice Length=1)
Selection Criteria: Top 30 per slice
Network: N=108, E=227 (Density=0.0393)
Pruning: MST
Modularity Q=0.4679
Mean Silhouette=0.5221
2005 2010 2014
—- #0 bank background
o #1 operation scheduling
—-O0— nel #2 domain name system service
#3 content
O—O #4 corporate action information message
e #5 invoice
— #6 sub-storage array control
#7 end device

Figure 3. Five banks’ Derwent Manual Code co-occurrence network (Timeline view).

2002 2003 ___200:
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Timespan: 2002-2014 (Slice Length=1)
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Modularity @=0.5214

Mean Silhouette=0.7231

2005 2010 20

o
=

outgoing message

central account registration system

output information

test

repository

identifying code

loading method

L]

user selection information

local rolling-display

D
385 %3 5238 %3

effective data block
#10 nfc

Figure 4. Alibaba Group’s Derwent Manual Code co-occurrence network (Timeline view).
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In Ali’s network, the cluster “outgoing message” constituted by the close connection of digital
information transmission, Internet and messaging, data processing systems and process
control comprehensively summarized the business flow carried out by Ali Group based on
Internet data. Second, the cluster “central account registration system” composed by audio /
video record and Internet-based information processing and transfer, and nine clusters
including data and communications. The overall technology relevance and research contents
are similar to these shown in the MC of Chinese bank patents, but more emphasis was made
on the application of Internet in business.

On this basis, codes with high frequency change rate with the time sequence (burst term,
Table 4&S5) further determined the technology frontier and development trend of Chinese
banks and Ali (Huang, Wang &Wang, 2014).

Table 4. Bursts of Banks’ Derwent Manual Codes

Burst MC year Content
5.77 T05-L0O3 | 2002 Cash dispensing and depositing machines
6.18 T05-L02 | 2003 Electronic funds transfer
5.21 | TOI-NO1AT1 | 2003 Eft/banking

TO1- . )
3.06 NOTAIA 2004 E-shop, e-auction, e-mall, and e-services
2.94 | TO1-JOSA1 | 2004 Financial
2.93 | TO5-LOID | 2004 Data transfer and network aspects
2.76 | TO1-J12C | 2004 Security

TO1- ..
2.76 J05BAP 2005 Database applications

Arrangements for executing specific programs and

5.7 TOI-FO5 | 2006
system management software
4.93 | TOI-NOID | 2006 Data transfer
3.53 | TO1-JOSA2 | 2006 Administration and management tools
WO01- .
4.08 A0TG1 2011 Transmission control procedure
WO01- o
2.99 A06CA 2011 Radio link
2.68 | TOI-NO3A2 | 2011 Search engines and searching
3.04 | TO4-K03B | 2012 Rfid/transponder
Table 5. Bursts of Ali’ Derwent Manual Codes
Burst MC year Content
5.12 | TO1-NOI1A1 | 2005 Eft/banking
3.14 | TOI-NO2A3C | 2006 Servers
5.02 TOI-EO1A | 2007 Sorting
4.48 T01-S03 2007 Claimed software products
2.86 | TOI-J16C3 | 2007 Natural and pictorial language processing
4.58 TOI-MO02 | 2008 Multiprocessor systems
6.29 TO01-E01 2009 | Sorting, selecting, merging or comparing data
4.63 T01-J20C 2011 | Software test, verification, debug, optimization
2.73 | WOI-AO6E | 2013 Network control and software

833



The patented technology burst of Chinese banks are more evenly dispersed in 2002~2012,
following the development course of bank reserves appliances — electronic funds / bank —
online business and data processing — database applications — specific project management
and data transfer — search engine, control — wireless communications, showing the trend of
gradual evolution from traditional banking to Internet financial sector. Since 2005, Ali's
patent started from e-funds/e-bank technologies, and then underwent a series of technology
evolution of data processing from server, data sorting, and software to graphic language
processing, which is currently in the data processing optimization and study of Internet
control technology. Although the related technologies of e-transaction technology appeared
earlier in the patent of Chinese banks, but Ali Group is more sustainable in the ongoing online
transactions, which continues to carry out the research based on big data and gradually
establish technology chain in the field of Internet finance.

Technological evolution is the exploration on the development route and trend of bank and
Internet financial enterprises based on patent, and the conclusion of patent assignment
information can provide references to the patent development mode of the two. In 2014,
Alibaba Group made IPO financing amounted to 25 billion U.S. dollars, which was the largest
IPO. The United States is a country with frequent patent disputes, to avoid the patent
infringement issues encountered by Facebook or Twitter in IPO, Ali Group has made
significant patent deployment in the U.S. since 2013, where a lot of patents have been
reserved. Till the retrieval date of this paper, 399 U.S. patent family cases were found and
more than 50 have been authorized (Chinaip, 2014). In addition to independent application,
Alibaba purchased 21 patents from IBM in 2013, and one of which was for Amazon, the
largest U.S. e-commerce platform, and also prepared for coping with the patent competition
and litigation. We made inquiry of the operating data of Ali Group and five Chinese banks in
Chinese patent database and found that Ali Group started to purchase the patents of other
organizations since 2012 onwards, but only limited to the category of invention patents.
Patent seller expanded from domestic organizations to international institutions, such as
Shanghai Yiren Information Technology Co., Ltd. and IBM; in addition to enterprises, Ali
also purchased patents from Chinese Academy of Science Institute of Computing
Technology; the change of some patent was caused by the changes of the corporate nature,
such as Alibaba to Alibaba Group Holding Limited. The aforementioned technical fields of
patent change included electric digital data processing, transmission of digital information,
arrangements of circuit components or wiring on supporting structure and coin-freed or like
apparatus. However, the patent purchased by Chinese banks included patent, utility models
and appearance design, and the patents with internal change were almost 1/2 of the total
patent transfer amount. These patents mainly came from the bank branches and individuals,
and only CCB had one patent purchase from enterprise (Shandong Confucian Culture
Communication Co., Ltd.), and the technical fields of patent change mainly involved the bank
cards, security cards, teller settings and other contents, no transactions concerning goods and
services of bank financial commodities and services were made.

Discussion and conclusions

General comments

In a long term in the past, Chinese banks made huge profits by relying on monopoly
advantages and policy bonus, and occupied the position on the top of financial ecology.
However, the single channel and curing product business model can no longer work. In
China, the rapid development trend of Internet finance represented by Alibaba does not only
occupy a significant share in domestic financial sector, but also causes widespread concern in
the overseas business expansion. Traditional profit making channels of banks have been
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hindered in a variety of aspects, including the competition of domestic and overseas banking
industries and the pressure caused by the enhancement of overlap ratio with Internet finance
business. With the development of commodities and services based on big data, Internet
financial enterprises are inseparable from the application of technology. In the new situation,
it faces the transfer from purely financial products to technical competition; whether banks or
Internet financial enterprises, technology innovation and application have been upgraded to a
new strategic plan.

By the comparison of patents of 5 Chinese banks and Alibaba Group Holdings Limited, we
found that the patent activities of Chinese banks started late, with limited number, especially
in key business areas like e-commerce. Most of the bank patents were independently applied
in China, and their overseas IPR protection does not match their development of business,
which may become a potential hazard for patent disputes arising from overseas promotion of
financial products and services. Although the banks have higher patent citing frequency, the
citing parties are mostly in China and the all the highly cited patents are held by ICBC. In
contrast, Ali Group has achieved rapid progress of patent activities, with advantages in the
total number, patent geographical distribution and the composition of citing groups. However,
like banks, Ali Group also has low degree of external cooperation, indicating their closure and
limitations in patent research and development. We can learn from MC co-occurrence
network that banks and Internet financial enterprises have relatively concentrated technology,
which were the patent R&D centred by computer and showed a high degree of overlapping in
database use, financial/commercial and remote control, etc. The patent contents of Chinese
patents tend to the research of digital communication, hardware equipment and banking
business operation, whereas Alibaba pays more attention to search engine and software-
related innovation and protection. From 2002 to 2014, bank patent technology showed the
shift from bank reserves appliance to e-funds/banking, online services and data processing.
Currently, it is in the stage of network and wireless communications, whereas the research of
Alibaba has undergone a series of technology evolutions from e-funds/e-banking, data
processing from server, data processing, software to graphic language processing. Patent
assignment data showed that independently developed ones are still the main source of banks
and Internet financial enterprises’ patents, while the patent purchase of Internet financial
enterprises are quietly rising, and may form a new patent development mode of "independent
R&D and purchase".

Countermeasures & Proposals

Based on the abovementioned patent status and future development direction of banks and
Internet financial enterprises, China's banking industry shall attach important to the
development, protection, management and utilization of bank patents at all levels. Moreover,
it is essential to set up product and service technology early warning, make technical
prediction and selection in fields with priority. At the same time, cooperation with high-tech
industries represented by information technology shall be emphasized to improve the patent
technical quality. At the same time, on the basis of full study of international regulations and
overseas local laws and regulations, Chinese banks shall learn from Alibaba's international
patent strategies to increase the overseas patent application quantity, expand market share and
gain competitive advantages. After the listing in the United States, as the leader of Internet
financial industry, Alibaba shall not only strengthen the risk control effort, promote the
innovation of financial products and services and customer participation as well, but shall
accelerate the deployment of intellectual property, take the mode of simultaneous patent
purchase and independent R&D, to avoid patent disputes with overseas companies and win
market opportunities by appropriate use of patents. In addition to strengthening their
competitive advantages, banks and Internet financial enterprises shall strengthen cooperation
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to make best use of the advantages and bypass the disadvantages, so as to form a new finance-
technology alliance. Banks can use the network resources, information data and cloud
computing of Internet financial enterprises to play their professional administration, thus
introducing customers to the professional advantages via network channel. Likewise, by
relying on the financial background of banks, Internet financial enterprises shall set up long-
term, stable relationship with mutual trust to expand the scope of commercial exchanges,
strengthen financial risk management and control, thereby providing a cooperation and win-
win opportunity to both parties.

Further research

In the process of researching the status quo and future trend of Chinese-funded banks and
Internet financial enterprises, this paper only took into account of their competition and
cooperation. In fact, we can learn from the framework of this paper that factors affecting the
development of them are multifaceted and complex. Hence, in the following study, the author
will put overseas companies into the comparison to explain the development situation of
banks and Internet financial enterprises in detail.
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Abstract

This paper employed the US Patent Application Database to find out who files provisional applications in the
United States. Preference rates, use rates, and provisional application to non-provisional application rates were
used to evaluate the filing behaviour of provisional applications with respect to non-provisional applications.
Factors weighing toward filing provisional applications include filing date sensitivity, patent term sensitivity,
and necessity of promoting. Factors weighing against filing provisional applications include cost sensitivity and
English abilities. These factors were discussed in order to explain the filing behaviour of provisional applications
with respect to non-provisional applications. Applicants form English speaking countries are more likely to file
provisional applications than applicants from other countries. We reasoned that the English ability of applicants
might be the cause for such a result. Applicants from the fields of Computers and Communications and Drugs
and Medical are more likely to file provisional applications than applicants from other fields. We reasoned that
patent term sensitivity and filing date sensitivity might be the cause for such a result.

Conference Topic
Patent Analysis

Background and purpose

A provisional application for patent (hereafter referred to as ‘provisional application’) is a US
national application filed in the United States Patent and Trademark Office (USPTO) that has
been offered to applicants since June 8, 1995 and was designed to provide a lower-cost first
patent filing in the United States. A provisional application is not required to have a formal
patent claim or an oath or declaration. Provisional applications also should not include any
information disclosure (prior art) statement since provisional applications are not examined. A
provisional application provides the means to establish an early effective filing date in a later
filed non-provisional patent application (hereafter referred to as ‘non-provisional
application’). It also allows the term “Patent Pending” to be applied in connection with the
description of the invention. A provisional application has a pendency lasting 12 months from
the date the provisional application is filed. The 12-month pendency period cannot be
extended. Therefore, an applicant who files a provisional application must file a
corresponding non-provisional application for patent during the 12-month pendency period of
the provisional application in order to benefit from the earlier filing of the provisional
application. By filing a provisional application first, and then filing a corresponding non-
provisional application that references the provisional application within the 12-month
provisional application pendency period, a patent term endpoint may be extended by as much
as 12 months. (USPTO, 2014).

Although the provisional application filing approach has been offered to applicants for almost
two decades, the USPTO does not make its database of provisional applications publicly
available other than the individual files in Patent Application Information Retrieval (PAIR).
Therefore, it is still difficult to answer the following two crucial questions: (1) Who files
provisional applications in the United States? (2) Why do applicants file provisional
applications in the United States?
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Dennis Crouch (2008) studied approximately 15,000 utility patents issued in April and May
2008 and found out that only 21% of issued patents claiming priority from a provisional
application, only 5% of the patents that associated with a provisional application were
assigned to international applicants while 30% of the patents that associated with a
provisional application were assigned to a U.S. applicant, Israel and Canada filed the highest
proportion of provisional parent claims, only 2% of the Japanese & Korean patents included
provisional parent claims, new drug inventions have the highest rate of association with a
provisional application, and patents on electrical and electronic applications had the lowest
rate of provisional filing. Dennis Crouch provided a rough first look of provisional
application filings in the United States, but the dataset used by Dennis Crouch was rather
small and time-limited (approximately 15,000 utility patents issued in April and May 2008).
Therefore, it seems that the dataset used by Dennis Crouch was not sufficiently large to
guarantee the results; and moreover, Dennis Crouch provides the results but lacked to explain
the results.

The purpose of this paper is to address the two questions identified with sufficient dataset and
detailed analyses to guarantee the results and to fully understand the filing behaviour of
applicants. First, we employ the US Patent Application Database for 2005-2013 to find out
who files provisional applications by checking the provisional application filings in different
countries of origins, technological categories, assignee types, and assignees. Second, we
explain why applicants file provisional applications in the US According to the USPTO, most
obvious advantages of filing a provisional application are: (1) obtaining an effective filing
date with a lower cost and an easily prepared application; (2) extending the statutory patent
term up to one year; and (3) the ability to use the term "patent pending" (USPTO, 2014).
Therefore, we assume that the following factors are weighing toward filing provisional
applications: (1) filing date sensitivity; (2) patent term sensitivity; and (3) the necessity of
promoting. Although the provisional application is designed to provide a lower-cost first
patent filing in the US, an applicant still needs to spend extra money to file a corresponding
non-provisional application in order to obtain a patent. In addition, although the provisional
application was supposed to be an easily prepared application as it may be filed in a foreign
language, an applicant still requires the English ability to prosecute the provisional
application. Therefore, we assume that the following factors are weighing against filing
provisional applications: (1) cost sensitivity; and (2) the English ability of applicants.

Trends in filing provisional applications

Since the database of provisional applications is not published, the filing numbers of the
provisional applications can only be obtained from annual fiscal reports by the USPTO.
Moreover, since the USPTO has never made publicly available the provisional applications
that are not relied on for claiming priority by non-provisional applications, we employed the
USPTO Patent Application Database to find out the number of provisional applications that
have been claimed for priority by at least one non-provisional application.

Figure 1 shows the trends in filing provisional applications. The black bars represent the
number of utility applications (non-provisional applications) filed each year from 2005 to
2013; the hatched bars represent the number of provisional applications filed each year from
2005 to 2013; and the grey bars represent the number of provisional applications filed each
year from 2005 to 2013 that are relied on as priority documents in non-provisional
applications. Please note that the USPTO only reported the number of provisional
applications by fiscal year. So in Figure 1, the hatched bars were calculated by the fiscal year
(October 1 to September 30), not by the calendar year (1 January to 31 December).

As shown in Figure 1, from 2005 to 2013, over 4.29 million non-provisional applications and
over 1.27 million provisional applications have been filed. Among the 1.27 million

839



provisional applications, over 0.71 million provisional applications have been converted to
non-provisional applications. It can be inferred that both non-provisional application filings
and provisional application filings continued to rise, with over 570,000 and 170,000 filed in
2013. There was a drop in each of the non-provisional application filings and the provisional
application filings in 2009. A possible explanation for such a drop could be attributed to the
financial crisis of 2008.

Figure 1 also shows the provisional applications that have been relied on for claiming priority
by non-provisional applications. It is observed that the number of provisional applications that
have been relied on for claiming priority by non-provisional applications is growing.
Although the provisional applications continued to be more popular, applicants have
abandoned more of the provisional applications without relying upon them for claiming
priority. The difference between each pair of the hatched bar and the grey bar is the number of
provisional applications abandoned without being used as priority documents each year.
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Figure 1. Non-provisional applications, provisional applications, and provisional applications
relied on for priority filed each year for 2005-2013.

Rates of provisional applications/non-provisional applications

Rates of provisional applications/non-provisional applications (hereafter referred to as
preference rates) show the preference of applicants in filing provisional applications with
respect to non-provisional applications. The preference rate represents the percentage of a
provisional application being filed in proportion with a non-provisional application in
deciding filing patent applications in the United States. In Figure 2, the dotted line shows the
preference rate of all provisional applications filed each year from 2005 to2013. It is clear that
the preference rate remained steady during the period, except for 2009-2010, and the
preference rate continued to slightly rise to 31.13 % in 2013.

Rates of provisional applications relied on for priority /provisional applications

As mentioned above, a provisional application has a pendency lasting 12 months from the
date the provisional application is filed. An applicant who files a provisional application must
file a corresponding non-provisional application for patent during the 12-month pendency
period of the provisional application in order to benefit from the earlier filing of the
provisional application (USPTO, 2014); otherwise, the provisional application will be
automatically abandoned. Therefore, it is interesting to find out the use rate of the provisional
applications that have been used for claiming priority by non-provisional applications
(hereafter referred to as use rate). The use rate represents the usage of provisional applications.
The result is shown in Figure 2, where the first solid line represents the use rate of all
provisional applications filed each year from 2005 to 2013. As shown in Figure 2, the use rate
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of provisional applications was located between about 52% and about 60% in 2005-2013, that
is, about 40% to about 48% of the provisional applications were abandoned without being
converted to non-provisional applications each year during 2005 and 2013.

Rates of provisional applications relied on for priority/non-provisional applications

Rates of provisional applications relied on for priority/non-provisional applications (hereafter
referred to PA to NPA rate) show both the filing preference and the usage of provisional
applications. The PA to NPA rate can be calculated by the preference rate times the use rate.
Since the USPTO has never mad publicly available the provisional applications that are not
relied on for claiming priority by non-provisional applications, the PA to NPA rate became
the only practical rate for evaluating the provisional application filings with respect to non-
provisional application filings in different countries of origins, technological categories, and
assignees. As shown in Figure 2, the second solid line represents the PA to NPA rate of all the
provisional applications filed each year between 2005 and 2013. It can be seen that the PA to
NPA rate remained steady during the period, except for 2009-2010, and it continued to
slightly rise to 17.63% in 2013. In other words, approximately one in six non-provisional
applications was expected to claim priority upon a provisional application.
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Figure 2. Preference rate, use rate and PA to NPA rate each year from 2005-2013.

Provisional applications by different countries of origins

The date of the filing of the provisional patent application can also be used as the foreign
priority date for applications filed in countries other than the United States. Therefore, the
need is identified for a foreign applicant to file a patent application as a provisional
application in the United States first, and then to claim the priority of the provisional
application to file a regular patent application in the United States as well as in the countries
other than the United States.

Table 1 shows the ranking of the top 10 countries of origins where applicants filed provisional
applications and non-provisional applications in the US in 2005-2013. During this period, the
top 10 countries were: United States of America (US), Canada (CA), Germany (DE), Japan
(JP), Israel (IL), Netherlands (NL), Korea (KR), Taiwan (TW), France (FR), and Switzerland
(CH). It can be seen in Table 1 that the ranking of provisional applications and that of non-
provisional applications varied for some countries. For example, JP was ranked second in
non-provisional applications but fourth in provisional applications; KR was ranked fourth in
non-provisional applications but seventh in provisional applications; TW was ranked fifth in
non-provisional applications but eighth in provisional applications; FR was ranked sixth in
non-provisional applications but ninth in provisional applications; and CN (China) was
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ranked seventh in non-provisional applications but was not ranked in the top ten in
provisional applications. It can be concluded that applicants in JP, KR, TW, FR and CN
prefer filing their first applications in the United States as regular non-provisional applications
rather than provisional applications. On the contrary, applicants in the US, CA and IL very
much prefer filing their first applications in the US as provisional applications.

Table 1. Ranking of the top 10 countries of origins where applicants filed provisional
applications and non-provisional applications in the US in 2005-2013.

ranking 1 2 3 4 5 6 7 8 9 10
provisional applications US CA DE Jp IL NL KR TW FR CH
non-provisional applications |US JP DE KR TW FR CN NL CA GB
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Figure 3. Top 10 countries of origins where applicants filed provisional applications with respect
to corresponding non-provisional applications and the PA to NPA rate in the US in 2005-2013.

Furthermore, we checked the PA to NPA rate in order to find out the preference of filing
provisional applications for applicants in different countries of origins. Figure 3 shows the top
ten countries of origins, where applicants filed provisional applications with respect to
corresponding non-provisional applications and the PA to NPA rate in the US in 2005-2013.

In Figure 3, the black bars represent the number of provisional applications filed by applicants
from each country in the US in 2005-2013; the grey bars represent the number of non-
provisional applications filed by applicants from each corresponding country in the US in
2005-2013; and the solid line represents the PA to NPA rate of each corresponding country in
2005-2013. Figure 3 shows that the PA to NPA rates of the US (36.36%), CA (48.69%) and
IL (58.42%) were very much above the average percentage (about 17%). Contrarily, the PA
to NPA rates of JP (2.48%), KR (5.76) and TW (6.64%) were far less than the average
percentage. We reasoned that the English ability of applicants might be the cause for such a
result. Comparing to applicants from JP, KR and TW, applicants from the US, CA and IL are
either native English speakers or having good English abilities, so it is relatively easy for
applicants in these countries to prepare a provisional application that is suitable for being
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relied on for claiming priority by a non-provisional application. Moreover, some foreign laws
limit the filing of patent applications abroad before a national patent application filing or
authorization occurs. So the PA to NPA rate is expected to be low for applicants from those
countries. For example, CN has this kind of law, and its PA to NPA rate was only 2.75%.

Provisional applications by different technological categories

In this paper, we used the six main technological categories (i.e. Chemical, Computers &
Communications, Drugs & Medical, Electrical & Electronic, Mechanical, and Others)
developed by The National Bureau of Economic Research (NBER) (Hall et al., 2001) to
analyse provisional applications by technological categories.

Figure 4 shows the provisional applications relied on for priority filed each year from 2005 to
2013 divided by the NBER main technological categories. As shown in Figure 4, Computers
and Communications and Drugs and Medical were the most popular main technological
categories, in which applicants filed provisional applications and further converted them to
non-provisional applications by claiming priority.

Sukhatme and Cramer (2014) suggested that an applicant who cares about the patent term will
seize an opportunity to increase the term if it is offered to him/her. Applicants in industries in
which the patent term is especially important would be more likely to file provisional
applications than applicants in industries in which the term is less important. In the Drugs &
Medical industry, the patent term is critical, i.e. applicants consider the patent term sensitivity,
so the applicants tend to extend the statutory patent term up to one year by filing provisional
applications first instead of non-provisional applications. In the Computers &
Communications category, technologies change rapidly, i.e. applicants consider filing date
sensitivity, so obtaining an early effective filing date is important to inventions in this
category.
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25,000 Communications
—a— Drugs & Medical
20,000 - & = QOthers
15,000 —»— Electrical & Electronic
«-%--- Chemical
10,000
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0 T T
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Figure 4. Provisional applications relied on for priority filed each year from 2005-2013, by
NBER main technological categories.

Provisional applications by different assignees

Table 2 displays the top ten assignees filing provisional applications that were relied on for
priority in the US in 2005-2013. Table 2 also shows the corresponding non-provisional
applications by the top ten assignees, and their PA to NPA rates. It is clear that except for
Samsung (5.68%) and Microsoft (9.27%), the PA to NPA rate of each of the other assignees
was very much above the average percentage (about 17%). Take California University as an
example, its PA to NPA rate was up to 81.28%. That is, in about every ten non-provisional
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applications, over eight non-provisional applications claimed priority based upon early filing

provisional applications.

Table 2. Top ten assignees filing provisional applications that were relied on for priority in the
US in 2005-2013, the corresponding non-provisional applications, and the PA to NPA rates.

Assignee provisional non-provisional PA to NPA rate
applications relied | applications
on for priority
Qualcomm 6291 10018 62.80%
California University 3426 4215 81.28%
Broadcom 2876 4963 57.95%
Samsung Electro- 2771 48814 5.68%
Mechanics
Koninklijke Philips 2519 12386 20.34%
Electronics N.V.
Microsoft 2483 26799 9.27%
DuPont 2429 3286 73.92%
Texas Instruments 2353 5943 39.59%
LG Electronics 2318 9211 25.17%
Apple 1772 5124 34.58%

Table 3 shows main patent areas of each of the top ten assignees. For example, Qualcomm
focused on the Computers & Communications field. So among all the 6291 provisional
applications that relied on for priority, 5612 applications (about 89%) filed in the category of
Computers & Communications. Broadcom, Samsung Electro-Mechanics, Microsoft, Texas
Instruments, LG Electronics, and Apple also focused on the field of Computers &

Communications.

Table 3. Provisional applications filed by the top ten assignees in the US in 2005-2013 by
technological categories.

Assignee Chemical | Computers & Drugs & Electrical & | Mechanical | Others
Communications | Medical Electronic

Qualcomm 0 5612 0 483 74 106

California 514 269 1702 716 102 123

University

Broadcom 0 2264 0 441 0 145

Samsung Electro- |0 2187 0 318 0 206

Mechanics

Koninklijke Philips |0 852 761 649 53 175

Electronics N.V.

Microsoft 0 1880 0 107 0 474

DuPont 1007 0 509 394 95 374

Texas Instruments |0 1439 0 792 60 0

LG Electronics 0 2041 0 122 0 140

Apple 0 1169 0 429 38 107

It appears that applicants in the Computers and Communications field tend to file more
provisional applications than those in other fields. We checked provisional applications that
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were relied on for claiming priority filed by the top ten assignees in the Computers &
Communications field each year between 2005 and 2013 and all provisional applications that
were relied on for claiming priority filed by each of the top ten assignees each year between
2005 and 2013. The result was shown in Figure 5. For all the ten assignees, provisional
applications filed in the Computers and Communications field were very close to all
provisional applications. It indicates that, applicants in the Computers & Communications
field only focused on one field.
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2000 relied on for priority
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Figure 5. Provisional applications that were relied on for claiming priority filed by the top ten
assignees in the Computers & Communications field each year between 2005 and 2013 and all
provisional applications that were relied on for claiming priority filed by each of the top ten
assignees each year between 2005 and 2013.

=<9==provisional applications
relied on for priority
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Figure 6. Provisional applications that were relied on for claiming priority filed by the top ten
assignees in the Drugs & Medical field each year between 2005 and 2013 and all provisional
applications that were relied on for claiming priority filed by each of the top ten assignees each
year between 2005 and 2013.

Furthermore, we checked the provisional applications that were relied on for claiming priority
filed by the top ten assignees in the Drugs and Medical field each year between 2005 and
2013 and all provisional applications that were relied on for claiming priority filed by each of
the top ten assignees each year between 2005 and 2013. The result was shown in Figure 6.
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Except for California University and Koninklijke Philips Electronics N.V., assignees filing
provisional applications in Drugs & Medical also performed similarly to those in Computers
& Communications, i.e. they had less diversity and only focused on one field.

Conclusion

It was found that provisional application filings continued to rise with an increase of non-
provisional application filings between 2005 and 2013. The preference rate remained steady
with a slight increase. The use rate of provisional applications was about 52% to 60% each
year between 2005 and 2013. The PA to NPA rate can be used to evaluate the provisional
application filings with respect to non-provisional application filings in different countries of
origins, technological categories, and assignees. Filing date sensitivity, patent term sensitivity,
and the necessity of promoting were regarded as factors weighing toward filing provisional
applications. Cost sensitivity and English abilities were regarded as factors weighing against
filing provisional applications.

For provisional applications by different countries of origins, applicants from Eastern Asian
countries, including Japan, Korea, Taiwan and China, were less likely to file provisional
applications in the US Contrarily, applicants form English speaking countries, including the
US, Canada and Israel, were more likely to file provisional applications in the US. Therefore,
applicants’ English ability might be a major factor that influenced whether or not they would
like to file provisional applications in the US.

For provisional applications by different technological categories, applicants in the fields of
Computers and Communications and Drugs and Medical were more interested in filing
provisional applications in the US.

For provisional applications by different assignees, most of the top ten assignees came from
the Computers and Communications field.
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Abstract

This study aimed to investigate technological evolution from the perspective of the USPC reclassification. The
results showed that there existed significant differences among five types of patents based on the USPC
reclassification: Patents reclassified to Class 001, Patents with Inter-field Mobilised Codes, Patents with Intra-
field Mobilised Codes, Patents with Abolished Codes, and Patents with Original Codes. Patents reclassified to
Class 001, mostly related to the topic of “Data processing”, performed better than other patents in novelty,
linkage to science, technological complexity and innovative scope. Patents with Inter-field Mobilised Codes,
related to the topics of “Data processing: measuring, calibrating, or testing” and “Optical communications”,
involved broader technology topics but had a low speed of innovation. Patents with Intra-field Mobilised Codes,
mostly in the Computers & Communications and Drugs & Medical fields, tended to have little novelty and a
small innovative scope. Patents with Abolished Codes and patents with Original Codes performed similarly —
their values of patent indicators were low. It is suggested that future research extend the patent sample to
subclasses or reclassified secondary USPCs in order to understand the technological evolution within a field in
greater detail.

Conference Topic
Patent Analysis

Introduction

For patented inventions, their technological novelty is indicated through their U.S. Patent
Classification (USPC) assigned by the U.S. Patent Office. However, patent technology codes
are an underutilized data resource for research on technological capabilities, technological
novelty, technological complexity and technological change (Strumsky, Lobo & van der
Leeuw, 2012). In order to fill the research gap, this study takes a first step towards using the
USPC reclassification to trace technological evolution in the past two decades. This section
introduces basic information regarding the USPC reclassification and sets out the research
aim for investigation.

Reclassification of the U.S. Patent Classification (USPC)

The USPC is a system for organizing all U.S. patent documents and many other technical
documents into relatively small collections based on common subject matter (USPTO, 2012b,
I-1). A combination of a class (i.e. a major component) and a subclass (i.e. a minor
component) is used to indicate every subject matter division in the USPC system. Based on
the technology used, each patent is assigned specific USPC technology code(s) to reflect their
technological topics. In order to distinguish from other patent classification schemes, this
study only focuses on the USPC classification.

According to the USPTO (2012b, I-15), “[r]eclassification is the process of changing
classifications assigned to documents classified in the USPC.” There are different types of
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modification of the USPC codes originally assigned to patents, including: creating, abolishing
or modifying USPC class schedules. The USPC reclassification is seen necessary to reflect
the evolving technological changes. For instance, Strumsky, Lobo and van der Leeuw (2012)
used patent technology codes to study technological change.

Five types of patents based on the USPC reclassification

In order to keep pace with knowledge, modification/updates of classes and subclasses have

been made to the Dewey Decimal Classification (DDC) system regularly. For instance, one of

the new features in the DDC (Edition 23) was an update of “004—006 Computer science (and
parallel provisions in 025.04 Information storage and retrieval systems and 621.39 Computer

engineering) to reflect current technical trends” (Online Computer Library Center, 2013, p.3).

Therefore, this study aims to investigate technological evolution from the perspective of the

USPC reclassification.

As a result of the USPC reclassification, technology codes assigned to patents were created,

modified and abolished. To this end, this study divided the utility patents into the following

five types, according to the types of the modification of their original USPC:

* Class 001: If the record for a patent is incomplete and contains no Primary
Classification', or if the USPTO is unable to assign specific technology codes to the
patent, then the patent is reclassified to class 001, titled “CLASSIFICATION
UNDETERMINED” (USPTO, 2012b).

* Intra-field Mobilised Code: A patent’s newly assigned codes are derived from the same
technological field as its original codes. Six technological fields are discussed in this
paper, which are defined by Jaffe, Trajtenberg and Romer (2005).

* Inter-field Mobilised Code: A patent’s newly assigned codes are derived from a
different technological field from the original codes.

*  Abolished Code: A patent’s original technology codes are abolished and reclassified to
new codes based on the Current USPC.

*  Original Code: A patent’s original technology codes remain the same as the newly
assigned codes based on the Current USPC.

Based on the aforementioned five types of the utility patents, this study conducts a 20-year

trend analysis and compares their variances using six patent indicators.

Methodology

Patent bibliometrics

In this study, patent data were collected solely from the United States Patent and Trademark
Office (USPTO) database, which is generally accepted and is accessible to the researchers.
While there exist different categories of patents (e.g. plant patents, design patents, reissues,
and continuations), this study, based on the recommendations offered by Narin (2000),
collected the number of regular U.S. utility patents to keep the focus of the database on the
key category of patents, which contributes to corporate technological strengths. In order to
observe the recent development of patents with the USPC reclassification, this study covered
the past two decades. This study used the following six patent indicators to analyse the
differences between different types of USPC reclassified patents.
* Technology Cycle Time (TCT) indicates the speed of innovation of a patent.
Companies with a shorter cycle time than their competitors in a given technology area

! According to the USPTO (2012b), U.S. PGPub documents classified in the USPC are assigned one, and only
one, principal mandatory classification, known as the Primary Classification (PR).
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may be advancing more quickly from prior technology to current technology (Narin,
2000).

* Non-Patent Reference (NPR) indicates a patent’s linkage to science. Narin (2000)
proposed that the average rate of citations to scientific papers can be used to indicate the
patent’s science linkage. Other scholars (Gupta, 2006; Lo, 2010) also regarded the
average rate of citations to NPRs as the patents’ linkage to science. Therefore, this study
used the number of NPRs to indicate the strength of linkage between the patent and
science.

*  Patent Reference indicates the novelty of a patent. A higher number of patent references
generally indicate a reduction of invention novelty.

e USPC Count indicates the breadth of the technology topics of a patent. If a patent has
broader technology topics, it tends to belong to a more highly applicable technological
field.

*  Patent Term Extension indicates the technological complexity of a patent. If the term
of a patent is extended, it usually means that the patent involves a higher level of
technological complexity and therefore requires more time for examination (Pantros IP,
2013).

*  Patent Claim indicates the innovative scope of a patent. Patents containing a higher
number of claims have been shown to have a wider innovative scope (Pantros IP, 2013).

Data collection

The empirical data analysed in this study were collected from the USPTO Granted Patent
Database. The sample was restricted to the utility patents granted from 1994 to 2013.
According to the classification system of Jaffe, Trajtenberg and Romer (2005), the U.S.
patents were classified into six technological fields: Chemical, Computers and
Communications (C&C), Drugs and Medical (D&M), Electrical and Electronics (E&E),
Mechanical, and Others. The six fields were used to form the basis for an analysis of the
patents with USPC reclassified inter-field or intra-field. USPC patents (with/without
reclassification) were identified through the use of XML to compare Original USPC (i.e.
USPC codes before reclassification) and Current USPC (i.e. USPC codes after
reclassification). USPC reclassified patents in the recent 20 years were collected. In order to
conduct a comparison analysis, the sample was randomly selected from the patents with
Original USPC Codes that had the same patent count with Current USPC Codes each year.

Descriptive statistics

Descriptive statistics provide brief summaries about the sample and the observations made.
Such summaries may be either quantitative (i.e. summary statistics) or visual (i.e. clear
graphs). These summaries may either form the basis of the initial description of the data as
part of a further statistical analysis, or they may be sufficient in and of themselves for a
particular investigation. This study used the Line Chart to analyse the trends of patent counts
for all types of the USPC reclassified patents granted each year. For the characteristic
differences of each type of the USPC reclassified patents, this study used One-Way ANOVA
to conduct significant difference tests on the patents” TCT, NPR, Patent Reference, USPC
Count, Patent Term Extended, and Patent Claim.

In statistics, one-way analysis of variance (abbreviated one-way ANOVA) is a technique used
to compare means of three or more samples (using the F distribution). The ANOVA tests the
null hypothesis that samples in two or more groups are drawn from populations with the same
mean values. To do this, two estimates are made of the population variance. If the group
means are drawn from populations with the same mean values, the variance between the
group means should be lower than the variance of the samples, following the central limit
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theorem. A higher ratio therefore implies that the samples were drawn from populations with
different mean values (Wikipedia, 2014).

Results

Trends of the USPC reclassified patents

There were 3,342,076 U.S. utility patents granted between 1994 and 2013. Among them,
102,204 patents belonged to the main class in Primary USPC reclassification, which
accounted for 3.1% of the total utility patents. Calculations of those patents by their types
showed that patents with Abolished Codes accounted for the majority (42.53%), which was
followed by patents with USPC Intra-field Mobilised Codes. Patents with Class 001 or Inter-
field Mobilised Codes accounted for appropriately 15% respectively. See Table 1.

Table 1. Counts of patents with/without USPC reclassification.

Patent with/without USPC Reclassification Count
Main class in Primary USPC Reclassification 102,204(100%)
A. Class 001 15,862(15.52%)
B. Abolished Code 43,465(42.53%)
C. Inter-field Mobilised Code 15,740(15.40%)
D. Intra-field Mobilised Code 27,137(26.55%)
E. Random selection of patents with Original Code 102,204

Observed from the yearly distribution of the patent counts of various types of USPC
reclassification, it was found that the number of USPC reclassified patents tended to be higher
in the early stage, which indicated that the USPC was revised in accordance with the
evolution of technologies. From the perspective of the Current USPC, some Original USPC
appeared inappropriate in today’s context and therefore the count of the USPC reclassified
patents has increased. Furthermore, when the advance of newer technologies adopted the
Original USPC that was similar to the version of October 2014, the number of USPC
reclassified patents decreased in tandem.

The number of patents with Abolished Codes dramatically increased prior to 2000 but
dramatically dropped after 2001, meaning that the elimination of main class did not occur
after 2001. The number of patents with USPC Intra-field Mobilised Codes was above 1,000
before 2009 and started to decrease after 2010, which was considered relevant to
“Technological development for stability”. The numbers of patents with USPC Inter-field
Mobilised Codes and with Class 001 tended to decrease in 2010, which was also considered
relevant to “Technological development for stability”.

Transition of Patent's Main Class in Primary USPC
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Figure 1. Transition of patents’ main class in primary USPC.
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Average citation rates were used to represent the quality of patents. This study calculated
patents’ average citation rates from 1994 to 2013, as shown in Figure 2. Due to the fact that
the citation window of patents has become shorter each year, patents’ average citation rates
also decreased gradually. Figure 2 shows that the average citation rates of patents with Class
001 were the highest, which was followed by patents with USPC Inter-field/Intra-field
Mobilised Codes. (They performed similarly in terms of their average cited rates recently.)
The average citation rates of patents with Abolished Codes were higher than patents with
Original Codes before 2002, but their average citation rates became the lowest among all
types of patents.
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Figure 2. Average cited rates of USPC reclassified patents.

USPC reclassified patents among fields
Table 2. Patent counts in technological fields with USPC Reclassification.

Patent Reclassified to Current Tech Field (%)

Original Tech Field 1. 2. 3. 4. 5. 6. Sum
\ Chemical 3,303 62 276 816 684 252 5393
6125 (1.15) (5.12) (15.13) (12.68) (4.67) (100)
2. Computer & 135 11,649 16 1,201 81 1913 14,995
Communication 0.90) (77.69) (0.11) (8.01) (0.54) (12.76)  (100)
: 958 13 6,260 44 23 9% 7,394
3. Drugs & Medical ) 500 0.18) (84.66) (0.60) (031) (1.30) (100
4. Electrical & 155 1,627 49 1,187 124 1273 4,415
Electronic (3.51) (36.85) (L.11) (26.89) (2.81) (28.83) (100)
5. Mechanical 979 3,037 74 172 2773 237 1272
(13.46) (41.76) (1.02) (2.37) (38.13) (3.26)  (100)
756 94 111 159 323 1,965 3,408

6. Others
(22.18)  (2.76) (326) (4.67) (9.48) (57.66) (100)
Sum 6,286 16482 6,786 3,579 4,008 5,736 42,877

(14.66) (38.44) (15.83) (8.35) (9.35) (13.38) (100)

Table 2 displays the U.S. utility patents granted from 1994 to 2013 with USPC reclassified
inter/intra-field. It was found, through calculating the variances in the patent count in the
original and current technological fields that patents in C&C were reclassified most among all
the USPC reclassified patents. Among the patents in original technological fields in C&C,
77.69% belonged to the main class in the Primary USPC Intra-field Mobilised Code, with
12.76% reclassified to Others. Another variance occurred to D&M. 84.66% of the patents
belonged to the main class in Primary USPC Intra-field Mobilised Code, with 12.76%
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reclassified to Chemical. The last variance occurred to Mechanical. 38.13% of the patents
belonged to the main class in Primary USPC Intra-field Mobilised Code, with 41.76%
reclassified to C&C. 36.85% of patents in E&E were reclassified to C&C, 28.83% reclassified
to Others, and only 26.89% reclassified intra-field.

Statistical differences among five patent groups

Six one-way between subjects ANOVAs were conducted to compare the effect of patents
with different USPC reclassification types on patent performance in TCT, NPR, Patent
Reference, USPC Count, Patent Term Extended, and Patent Claim. There were all significant
differences of indicators on patent performance at the p<.001 level for the five types of
patents with/without USPC reclassification. Post hoc comparisons using the Dunnett T3 test
(Dunnett, 1980) showed significant differences in the mean scores of the six indicators for the
patents in different types of the USPC reclassification.

* TCT Performance: When the value of TCT is lower, it means a patent involves more
fast-moving technologies and a patent tends to cite recently issued patents. Results
derived from statistical tests showed: B. Abolished Code (5.7 year) < C. Inter-field
Mobilised Code (6.3 year) < E. Original Code. (7.8 year). Short TCT of the patents with
Abolished Codes indicated that patents of this kind involved the most fast-moving
technologies and the speed of their technological innovation was clearly faster than
patents with Inter-field Mobilised Codes. On the contrary, patents with Original Codes
tended to be slower in term of their speed of the technological innovation.

*  NPR: When the number of NPR is higher, it means the linkage of technology to science
is stronger. Results derived from statistical tests showed: A. Class 001 (10.4), C. Inter-
field Mobilised Code (11.7) & D. Intra-field Mobilised Code (10.7) > E. Original Code
(7.9) & B. Abolished Code (5.5). When calculating Science Linkage, the more NPRs
were, the stronger the linkage of technology to science was. Therefore, patents
reclassified to Class 001, patents with Inter-field Mobilised Codes and Intra-field
Mobilised Codes had stronger linkages to science, compared to patents with Original
Codes and Abolished Codes.

e Patent Reference: When the number of Patent References is low, it indicates the
novelty of technology is high. Results derived from statistical tests showed: B.
Abolished Code (11.6) < E. patent with Original Code (14.2) < A. Class 001 (19.3) < C.
Inter-field Mobilised Code (15.0). It can be inferred that the technological novelty of
patents with Abolished Codes was much higher than that of patents with Original Codes.
Clearly, the technological novelty of patents with Class 001 or with Inter-field Mobilised
Codes tended to be low.

e USPC Count: Patents with more USPC counts indicate they involve broader
technologies. Results derived from statistical tests showed: C. Inter-field Mobilised Code
(5.2) > E. Original Code (4.4) > B. Abolished Code (3.9). The technology breadth of
patents with Inter-field Mobilised Codes was the largest. The technology breadth of
patents with Abolished Codes was smaller than that of patents with Original Codes.

*  Patent Term Extended: When the term extension lasts longer, it indicates that a patent
involves more complicated technologies. Results derived from statistical tests showed:
A. Class 001 (416) > C. Inter-field Mobilised Code (341), D. Intra-field Mobilised Code
(307) > E. patent with Original Code (300) > B. Abolished Code (168). It can be inferred
that patents with Class 001 involved a higher level of technological complexity than
patents with Inter/Intra-field Mobilised Codes. However, the term extension of patents
with Abolished Codes was the shortest, indicating that they involved the lowest level of
technological complexity.
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e Patent Claim: When the value of patent claims is higher, it indicates that a patent’s
innovation scope is wider. Results derived from statistical tests showed: A. Class 001
(22.2) > C. Inter-field Mobilised Code (17.6) > B. Abolished Code (16.5), E. patent with
Original Code (15.1). It can be inferred that the innovation scope of the patents with
Class 001 or patents with Inter-field Mobilised Codes was obviously wider than that of
patents with Abolished Codes and patents with Original Codes.

Technological evolution from the USPC reclassification perspective

This study divided patents granted in the last two decades into two groups, i.e. 1994-2003 and
2004-2013. Observations were made from the evolution of USPC codes as a result of the
USPC reclassification. Table 3 shows the USPC with top three most patent counts in the two
periods respectively. If a patent was reclassified to Class 001, it meant that there was no
specific technology code suitable for the patent. To some extent, it indicated that the patent
belonged to emerging technologies or original USPC codes assigned were not appropriate for
the patent, which required a new code. Table 3 shows in both periods, the majority of patents
reclassified to Class 001 came from Class 707 in the C&C field. This phenomenon reflected
the technological uncertainty of patents originally assigned to Class 707, the majority of
which were therefore reclassified to Class 001. In the first period, there were 19.7% of patents
originally assigned to Class 395 and then reclassified to Class 001. However, due to the
abolition of Class 395, their technological description remained unknown.

Table 3. Patents with USPC reclassified in the Class 001 and the Abolished Code groups.

USPC 1994-2003 2004-2013 USPC Description

Original class reclassified to 001 (Class 001)

707 4,884 9,684 Data processing: database and file management or data
(79.6%) (99.5%) structures
395 1,206 0 (Abolished)
(19.7%) (0.0%)
364 19 0 (Abolished)
(0.3%) (0.0%)
705 0 18 Data processing: financial, business practice,
(0.0%) (0.2%) management, or cost/price determination
714 0 7 Error detection/correction and fault detection/recovery
(0.0%) (0.1%)

Current class of original abolished (Abolished Code)

438 4,895 1 Semiconductor device manufacturing: process
(11.3%) (4.3%)

714 4,179 0 Error detection/correction and fault detection/recovery
(9.6%) (0.0%)

710 3,448 0 Electrical computers and digital data processing
(7.9%) (0.0%) systems: input/output

703 1,314 2 Data processing: structural design, modeling,
(3.0%) (8.7%) simulation, and emulation

477 2 2 Interrelated power delivery controls, including engine
(0.0%) (8.7%) control

For patents with Abolished Codes, it meant that their original codes did not align with the
technological evolution any more, and thus the codes were abolished and the patents were
reclassified to new codes. As shown in Table 3, the majority of patents with Abolished Codes
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occurred in the first period, with only 23 patents of this kind in the second period. In the first
period, the majority of patents whose original USPC codes were abolished were reclassified
to Classes 438 (11.3%), 714 (9.6%), 710 (7.9%), and 703 (3.0%). Patents reclassified to Class
438 were about semiconductor device manufacturing in the E&E field, and those reclassified
to Classes 714, 710 and 703 focused on technologies in the C&C field. Based on the patents
reclassified to Class 001 and with Abolished Codes, it was found that the USPC
reclassification tended to occur in the C&C and E&E fields in the first period and in the C&C
field in the second period.

According to Table 2, patents with Intra-field Mobilised Codes mainly occurred in the C&C
(77.69%) and D&M (84.66%) fields. Therefore, Table 4 focuses on the top three Intra-field
Mobilised Codes, and Figures 3 and 4 present the flow of the patents between USPCs in the
two fields, where the flow occurred more than ten patents. In the C&C field, the USPC
reclassification in both periods mainly occurred from Class 345 to Class 715 (28.8% and
26.6%), which was about “Operator interface processing” and from Class 369 to Class 720
(11.8% and 5.1%), which was about “Information storage or retrieval”. Additionally, in the
first period, there remained 10.2% of patents reclassified from Class 707 to Class 715, which
was also about “Operator interface processing”. In the second period, there remained 6.2% of
patents reclassified from Class 707 to Class 709, which was about “Multicomputer data
transferring”. In the D&M field, the USPC reclassification occurred from Class 128 to Class
600 (68.0%) which was about “Surgery” in the first period, and from Class 514 to Class 424
(76.4%) which was about “Drug, bio-affecting and body treating compositions” in the second
period. The code mobilisation within the same field occurred due to the extension of the
original USPC.

Table 4. USPC reclassification: the Intra-field Mobilised Code group.

Main Class of USPC Count
Original Current 1994-2003 2004-2013
Intra-field Mobilised Code in C&C
345 715 2,793(28.8%) 516(26.6%)
369 720 1,144(11.8%) 98(5.1%)
707 715 991(10.2%) 96(5.0%)
707 709 68(0.7%) 120(6.2%)

345: Computer graphics processing and selective visual display systems; 369: Dynamic
information storage or retrieval; 707: Data processing: database and file management or data
structures; 709: Electrical computers and digital processing systems: multicomputer data
transferring; 715: Data processing: presentation processing of document, operator interface
processing, and screen saver display processing; 720: Dynamic optical information storage or
retrieval

Intra-field Mobilised Code in D&M

128 600 3,909(68.0%) 4(0.8%)
514 424 626(10.9%) 389(76.4)
606 623 227(3.9%) 18(3.5%)
514 435 17(0.3%) 26(5.1%)
435 424 49(0.9%) 21(4.1%)

128: Surgery; 424: Drug, bio-affecting and body treating compositions; 435: Chemistry:
molecular biology and microbiology; 514: Drug, bio-affecting and body treating
compositions (an integral part of Class 424); 600: Surgery (an integral part of Class 128);
606: Surgery (an integral part of Class 128); 623: Prosthesis (i.e., artificial body members),
parts thereof, or aids and accessories therefor
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Observed from the patents with Intra-field Mobilised Codes, it showed that in the C&C field
those patents were related to “Operator interface processing” in both periods. In the D&M
field those patents were related to “Surgery” in the first period and “Drug, bio-affecting and
body treating compositions” in the second period. Observed from the patents with Inter-field
Mobilised Codes, it showed that the USPC codes were mainly mobilised from the E&E and
Mechanical fields to the C&C field, as seen in Table 2. Statistics on the top three USPC
mobilisation were detailed in Table 5, and Figures 5 and 6 present the flow of the patents
between USPCs among the three fields, where the flow occurred more than ten patents. In the
first period, the USPC reclassification mainly occurred from the E&E field to the C&C field,
for example from Class 348 to Class 375 (64.6%) about “Pulse or digital communications”,
and from Class 346 to Class 374 (20.6%) about “Thermal measuring and testing”. However,
in the second period, inter-field code mobilisation was not obvious. It can be seen that the
topics of technological evolution were different in the two periods.
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Figure 4. The flow of patents between USPCs in the D&M field.

Looking at patents with Inter-field Mobilised Codes from the Mechanical field to the C&C
field, the flow of the mobilisation tended to occur from Class 359 to Class 398 (94.8% and
37.8%) about “Optical communications” in both periods.

Observed from the patents with Inter-field Mobilised Codes, it showed that patents with the
USPC reclassification from the E&E field to the C&C field focused on the technology topics
of “Pulse or digital communications” and “Thermal measuring and testing” in the first period,
but focused on “Data processing: measuring, calibrating, or testing” in the second period. As
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for patents with USPC reclassification from the Mechanical field to the C&C field, they

tended to be related to “Optical communications” in both periods.
Table 5. USPC reclassification: the Inter-field Mobilised Code group.

Main Class of USPC Count
Original Current 1994-2003 2004-2013
Inter-field Mobilised Code from E&E to C&C
348 375 989(64.6%) 2(2.1%)
346 374 316(20.6%) 0(0.0%)
257 365 21(1.4%) 3(3.2%)

257: Active solid-state devices (e.g., transistors, solid-state diodes); 346: Recorders; 348:
Television; 365: Static information storage and retrieval; 374: Thermal measuring and
testing; 375: Pulse or digital communications

Inter-field Mobilised Code from Mechanical to C&C

359 398 2,837(94.8%) 17(37.8%)
235 705 22(0.7%) 0(0.0%)
359 369 15(0.5%) 0(0.0%)

235: Registers; 359: Optical: systems and elements; 369: Dynamic information storage or
retrieval; 398: Optical communications; 705: Data processing: financial, business practice,
management, or cost/price determination

/347 1994-2003 /381 347 2004-2013 381
346 704 °346 °704
257 257
320 ©320
365 °365
340 a37s 348 °340 o375 °348

Figure 5. The flow of patents between USPCs from the E&E to the C&C field.
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Figure 6. The flow of patents between USPCs from the Mechanical field to the C&C field.

Conclusion and Discussion

The majority of USPC reclassified patents occurring prior to 2000 and in the Computer &

Communications field

With the advance of new technologies, the USPC system is updated quarterly in March, June,
September and December (USPTO, 2012a). Newly granted patents were assigned with
technology codes derived from the latest version of the USPC. Accordingly, their original
USPC technology codes were less likely to be reclassified. This study found that the number
of patents with main class in primary USPC reclassification hit the highest prior to 2000 and
began to decrease every year after 2001. Patents with Abolished Codes accounted for 42.53%
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and the majority of the patents were granted prior to 2000. Next were patents with Intra-field
Mobilised Codes, which accounted for 26.55%. For the average citation rates every year,
patents reclassified to Class 001 were ranked as top, and patents with Original Codes were
ranked as bottom. Due to the USPC reclassification, patents with Intra-field Mobilised Codes
occurred most frequently in the C&C field, and patents with Inter-field Mobilised Codes
occurred most frequently from the Mechanical field to the C&C field.

USPC reclassified patents showing significant differences in patent indicators

Six one-way between subjects ANOVAs were conducted to compare the effects of patents in
different groups by the USPC reclassification, according to their patent performance in TCT,
NPR, Patent Reference, USPC Count, Patent Term Extended, and Patent Claim. Different
results were obtained for the different types of patents, as below.

*  Patents reclassified to Class 001: They got higher values of NPR, Patent Reference,
Patent Term Extended and Claims Count, indicating that they performed better than
other patents (whether they were reclassified or not) in novelty, linkage to science,
technological complexity and innovative scope. Therefore, USPTO needs to re-examine
appropriate USPC technology codes for them or assign appropriate codes to them when
the new codes are created.

*  Patents with Inter-field Mobilised Code: Compared to patents reclassified to Class 001,
they got more USPC counts and longer TCT, indicating that they involved broader
technology topics and therefore their codes assigned were mobilised inter-field. Their
longer TCT meant that their technology had a low speed of innovation.

*  Patents with Intra-field Mobilised Code: They tended to have low novelty and a small
innovative scope; therefore, their codes assigned were mobilised intra-field.

e  Patents with Abolished Code: They were mainly granted prior to 2000. Patens of this
type and patents with Original Code performed similarly — their values of patent
indicators were low.

Technological evolution from the perspective of the USPC reclassification

This study investigated different groups of patents based on the USPC reclassification.

Statistical analysis was conducted on the technology codes and comparisons were made

between two ten-year periods. Based on the results derived, different types of technological

evolution were found.

*  Emerging technologies in Class 001: In both periods, a large portion of the emerging
technologies were about “Data processing: database and file management or data
structures” in the C&C field. This reflects the uncertainty of the development of the
emerging technology, and thus patents originally assigned to Class 707 needed to be
continually redefined and reassigned with specific technology codes.

*  Technological transition in Inter-field Mobilised Code: Technologies from the E&E
and Mechanical fields tended to be transferred and applied to the C&C field.
Technologies about “Television” in E&E was transferred and applied to “Pulse or digital
communications” in the C&C field. Technologies about “Recorders” in E&E were also
transferred and applied to “Thermal measuring and testing” in the C&C field. In the
Mechanical field, technologies related to “Optical: systems and elements” were
transferred and applied to “Optical communications” in the C&C field in both periods.

*  Technological cohesion or spread in Intra-field Mobilised Code: Technologies in this
group tended to focus on the C&C and D&M fields. In the C&C field, technologies
related to “Computer graphics processing and selective visual display systems” and
“Data processing: database and file management or data structures” were combined
together and applied to “Data processing: presentation processing of document, operator
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interface processing, and screen saver display processing”. Figure 3 shows not only
technological cohesion but also technological spread. For example, technologies about
“Data processing: database and file management or data structures (Class 707)” were
spread to other technologies in different fields. Patents with original USPC 707 were
reclassified to eight different codes in the first period, and then spread to other ten codes
in the second period.

*  Technological substitution in Abolished Code: Technologies in this group tended to
occur in the first period. This indicates that the USPC scheme in the second period has
been adapted to the recent technological development. In the first period, technologies of
this kind mainly occurred to those related to “Semiconductor device manufacturing”,
which were reclassified to Class 438 with their original USPC 437 being abolished.
Technologies related to “Error detection/correction and fault detection/recovery” which
were reclassified to Class 714 with their original USPC 371 and 395 being abolished.
This indicates that the mature technologies have caused the biggest impact on the USPC
scheme.

It is suggested that future research extend the sample to patents with reclassified USPC

subclasses or patents with reclassified secondary USPCs in order to observe recent intra-field

technological changes in great detail. The Radical (Leaps) Innovation of technologies is only
applied to the minority, but the majority of patents are embedded with Incremental Innovation.

Incremental Innovation tends to occur inside fields. Through extending the patent sample to

subclasses or secondary of USPC, it helps understand more technological evolution within a

field. Besides, understanding the establishment, abolishment and movement of technology

codes recorded in the Classification Orders Archival Report (USPTO, 2013) helps understand
the trajectories of technological evolution more detail. Although this study focused on the
reclassification of USPC schemes, it is argued that the same research model could be applied
to trace the changes in the class schemes in International Patent Classification (IPC) or

Cooperative Patent Classification (CPC) and changes in classification codes in their

counterpart patents.
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Abstract

Despite large numbers of empirical studies are conducted on examiner patent citations, few have scrutinized the
cognitive limitations of officials at patent offices in searching for prior art to add citations during patent
prosecution. This research takes advantage of the longitudinal gap between International Search Reports (ISRs)
required by the Patent Cooperation Treaty (PCT) and subsequent examination procedure in national phase. It
inspects whether several kinds of distances actually affect the probability that a piece of prior art is caught at the
time of ISRs, which is much earlier than national phase examinations. Based on triadic PCT applications for all
of the triadic patent offices (EPO, USPTO, and JPO) between 2002 and 2005 and their citations made by the
triadic offices, evidence shows that geographical and organizational distances negatively affect the probability of
prior patents being caught in ISRs, while lag of prior art positively affects the probability. Also, technological
complexity of an application negatively affects the probability, whereas the size of forward citations of prior art
affects positively.

Conference Topic
Patent Analysis (foundation of examiner patent citations, in particular)

Introduction

Patent citations have been widely utilized for empirical studies of patent systems, particularly
for such issues as economic value and knowledge flows. Several empirical studies have
examined whether examiner citations are different from inventor citations. One of the studies
on the subject was conducted by Alacer and Gittleman (2006), who showed the similarity
between examiner citations and inventor citations with respect to geographical distance in
particular. While previous studies have compared examiner citations and inventor citations in
other aspects such as the relationship with renewal rates, there have not been enough analyses
concerning how patent offices are influenced by several kinds of “distances” that can limit
cognitive boundary during prior art search. This study focuses on ISRs as a basis for
measuring the search obstacles of the triadic patent offices, and tests how officials are
bounded by “distances,” including similar kinds of cognitive obstacles against prior art search,
without relying on comparison with inventor citations. In conducting the analyses, we
consider applicants’ self-selection, since applicants from the U.S. and Japan can choose the
European Patent Office as their search agency, where the EPO has reputation for its complete
search (applicants who seek stringent search may choose the EPO ex ante).

The methodology: PCT and ISR as the basis of empirical measurement

This project proposes and implements a method of measuring the search obstacles, namely
binding conditions on search capability, of the triadic patent offices by focusing on ISRs
issued by different ISAs, specifically the patent offices in Europe, the U.S. and Japan,
according to the PCT. In particular, binary choice models are employed for each of cited
patents (which are added in the national phase in all of three jurisdictions) about whether or
not they were already caught at the earlier time of ISR issued by the triadic offices. We limit
our samples to those PCT applications made to and examined at all of the three offices. There
are advantages to employ this methodology.
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First, ISRs are issued under the common search criterion imposed by the WIPO under the
PCT system. Under the PCT, “an applicant must file an application with a receiving office
and choose an international searching authority to provide an international search report and a
written opinion on the potential patentability of the invention.” “The applicant generally has
at least 30 months from the filing (priority) date to decide whether to enter the national phase
in the countries or regions in which protection is sought” (WIPO, 2014). The guideline at the
WIPO applies to every ISA when issuing ISRs, whereas applicants in some countries are
allowed to choose ISAs. The same criterion for prior art search is applied over different patent
offices, while national phase examinations do not have such standardized rules.

Second, the lag mentioned above between ISRs and national phase examinations allows a
“level” testing ground for search completeness. While ISRs are issued at an early stage, more
searches are conducted in national offices later. Since knowledge is geographically localized
(Jaffe et al. 1993; 1999), and knowledge diffusion takes time, additional time between ISRs
and national phase search facilitates more complete search in the later stage. We limit our
samples to those PCT applications that are examined at all of the three triadic offices,
meaning that localized knowledge in any of these areas at the time of ISRs is more likely to
be caught by the offices at the national phase in a less localized way. See Figure 1 below for
the lag and collective searches made at later stages in national phase.
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Figure 1. PCT procedure (replicated from WIPO, 2014, p.13).

Following the logic above, we retrospectively define the probability of every cited patent
depicted in national phase, identified at the INPADOC family level, to have been already
caught in the ISR of the originating PCT application. Taking this probability (a binary
variable found in ISR, empirically) as the dependent variable, we implement PROBIT
analyses at INPADOC family level with explanatory variables representing the various
“distances” between citing and cited patents, including technological complexity of
originating applications, and other related indicators.

Applicants’ (inventors’) citations are excluded from the analysis, since the objective is to
evaluate the determinant of search completeness by the ISAs. However, self-selection of the
U.S. and Japanese applicants to choose the EPO as their ISA is considered in the analyses,
since the EPO has high reputation of examination standard and therefore applications with
higher quality from the U.S. and Japan may choose the EPO as the ISA.

Although actual ISR search is sometimes outsourced to non-PTO agencies, we consider ISRs
as a basis of evaluating PTOs, since they are issued under the name of the patent offices, not
private search agencies. Only citations made by the triadic offices are considered in the
current analyses. Since PATSAT, our primary data source, records non-patent literature in
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non-standardized formats, we could not consolidate the same non-patent literature across
different records. For this reason, we employ patent citations only at this time.

Hypotheses

Since ISR searchers (examiners/searchers for patent offices) are affected by cognitive
obstacles from various “distances,” we hypothesize that a prior patent (that was found in ISR
or national phase) is more likely to be found in ISR when “distances” are less problematic, i.e.,
H1) a relevant prior patent is closer in geography (physical distance),

H2) prior patent is older (knowledge diffusion time),

H3) prior patent is from the same applicants (organizational distance),

H4) prior patent has more number of forward citations (knowledge diffusion probability), and
HS5) application for which an ISR is issued has less scope, less number of claims, less number
of inventors, and less number of international family (complexity against diffusion).

In addition, we consider if applicants’ self-selection of ISAs affects the outcome variable.

Data source

The empirical domain of analysis is the triadic patent applications through PCT, with their
earliest priority date within its international family between 2002 and 2005. Triadic PCT
patent applications are defined here as INPADOC families that contain all of EPO, USPTO
and JPO applications recorded on EPO’s PATSTAT database, with only one “WO (PCT)”
application in a family, meaning that a single PCT application initiates international phase for
all applications in a family. The number of international families for the analysis is 97,828.
Although international applications to and from China and Korea has increased dramatically
in the last ten years, the triadic patent offices of the EPO, the USPTO and the JPO represented
the vast majority before 2005, which is our observation period.

EPO PATSTAT (2013 OCT version) is used, and INPADOC family is the unit of analysis.
Citation data also comes from PATSTAT (2013 OCT), although JPO citation data is
augmented by Seiri-Hyojunka data (JPO’s standardized patent prosecution data). US citations
are not complete as well on PATSTAT, since citations for rejected applications are not
registered on PATSTAT. The lack of the US citations for rejected applications may affect the
result of the analysis, but this has not been verified yet. Applicant identifiers are consolidated
by the EEE-PPAT database developed by ECOOM (Du Plessis et al., 2009; Magerman et al.,
2009; Peeter et al., 2009).

Variables

We employ several categories of explanatory variables, representing each of hypotheses
above, in PROBIT analyses taking the probability of a cited patent being caught in the
previous ISR as the binary dependent variable (“found in ISR”). The unit of analysis is a pair
of citing and cited international families, both consolidated at INPADOC family level.

For H1, three variables of euro_cited (cited family has its 1st priority, i.e., the earliest date, in
EPC countries within a family, derived from tls201 and tls219 tables of PATSTAT), us_cited
(cited family has its 1st priority in the U.S.), and jp_cited (cited family has its 1st priority in
Japan) are defined. When a cited family has its origin in the same region where ISR is issued,
the ISA of the region is expected to have geographical advantage over the relevant technology.
Expected sign is positive for each region, e.g., positive jp_cited coefficients for applications
originating from Japan.

For H2, citation lag between the Ist priority of a citing family and that of a cited family is
defined as fam_cite lag (derived from tls201 and tls219 tables of PATSTAT). The longer the
lag is, the easier the prior art will be to be found at the time of ISR.
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For H3, self'is defined as a binary variable, taking the value of one if one of patents in a cited
family and one of patents in a citing family belongs to the same applicant, based on
PATSTAT (tls207) combined with EEE-PPAT, using “L2” id. Patent office will find it easier
to locate prior relevant art within the same applicant.

For H4, fwd cite of the cited is defined and obtained from PATSTAT (tls217) as the
number of forward examiner citations, counted at publication level (but consolidated at family
level), and made out to the cited patent family.

For HS, we first use scope indicators. /PC4_count is the total net count of IPC subclasses (4-
digit IPC, derived from tls209) assigned in a citing INPADOC family. Since patent
classification of an application may change during prosecution process both in international
phase and in national phase, we include all IPC subclasses to capture the breadth of a family.
The number of claims of a patent is correlated with the complexity of the technological
content. As an indicator of the number of claims, we obtain publn_claims max tls211, which
is the maximum number of claims registered on PATSTAT (tls211 table) in a citing
INPADOC family. We do not simply rely on claims data from a single office such as from the
EPO, since an application can be modified during its prosecution internationally. We also
employ invt nr, the maximum number of inventors in an application included in a citing
INPADOC family, from PATSTAT (tls207). The size of international family, family size, is a
count variable of applications in different countries in a citing INPADOC family (tls211/219).
In addition to the variables above, which are used to test hypotheses directly, we define three
variables to address self-selection of ISAs by applicants. The first two represent the potential
of the applicant. The first of the two is fotal count, which is the number of total applications
that an applicant has made, taken from EEE-PPAT. The second one is applicant_avg cited,
which is the number of average forward citations that an applicant has received, calculated by
PATSTAT (tls212) and EEE-PPAT. Both are supposed to represent the experience level of
the applicant, and are used as instrument variables for instrumented PROBIT on the variable
ISA CHANGED. This binary variable /IS4 CHANGED indicates that the U.S. and Japanese
applicants choose the EPO as their ISA (the EPO can be chosen from the U.S. and Japanese
applicants, but not vice versa). This information can be obtained for PCT applications on
PATSTAT, since the citation table tls212 has a field on "citation origin" where "ISR" is
shown for PCT applications. Since first application country (RO) in a family is available from
tls201, switching from RO to a different ISA can be coded. The correlation coefficient
between ISA CHANGED and the dependent variable found in ISR is low at 0.0348.

Control variables for originating areas, which are JP_app and US app (applications from
Japan and the U.S., respectively), are used. Technology class is controlled by thirty-five
WIPO technology classification dummies (results not shown for space reason).

Estimation results

The result shown in the Model 1 of Table 1 employs all samples from the triadic regions. As
is evident from the negative sign for JP_app and US app, the baseline ISA (EPO) is found to
be advantaged in finding prior art at the time of ISR. The positive sign of ISA CHANGED
also indicates that prior art is easier to be identified at the time of ISR if applicants from the
U.S. or Japan choose the EPO as their ISA (for which robustness is checked in Model 4 and
5). These are consistent with the EPO’s good reputation from international applicants. H1 is
supported from the positive sign of euro cited. Likewise, H2, H3, H4 and H5 are all
supported o this model, except that the number of inventors has an insignificant coefficient.

Model 2 uses applications from Japan only in order to examine the locality of knowledge in
Japan. As is expected in H1, jp_cited has a positive and significant sign, whereas us_cited has
negative and significant sign. Other variables show similar results with the Model 1 and are
consistent with hypotheses, except self indicates the negative sign. Model 3 uses U.S.
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applications only, and the results are just consistent with the hypotheses. Model 4 and 5 limit
the citation data to non-self citations only for robustness checks, while employing two
instrument variables on the variable IS4 CHANGED. For Japanese applications, the
coefficient for ISA changed lost the significance in the Model 4, suggesting that the
advantage provided by the ISA change from JPO to EPO is due to the applicants’ self-
selection. However, this effect is not observed for the U.S. applications in the Model 5.

Table 1. PROBIT analyses on the probability of ISR coverage; dep. var.=found _in_ISR.
Model 4 and 5 use “fotal_count” and “applicant_avg cited” as instruments for “ISA_ CHANGED.”

**E%<0.001 ***<0.01 **<0.05 Robust standard errors are in the parentheses (clustering on citing family).

Model & sample Model 1 (all of Model 2 (JP Model 3 (US Model 4 (JP Model 5(US
triadic samples/  app only) app only) app & non-self app & non-self
baseline=EP_a only) only)

%))

method Probit Probit Probit IV Probit IV Probit

euro_cited 0.1419984**** -0.031025 0.1776262**** 0.0203394 0.148418****
(0.0080393) (0.0160179) (0.0120059) (0.0174625) (0.0253879)

us_cited -0.0620007**** -0.3377195**** 0.050351**** -0.2974986**** 0.0777813****
(0.0078305) (0.0155267) (0.0114757) (0.0169034) (0.0159886)

jp_cited 0.0393056**** 0.8054234**** -0.4295359**** 0.8367819**** -0.3751166****
(0.0082601) (0.0151802) (0.0121628) (0.0175193) (0.0427623)

fam_cite_lag 0.0030127**** 0.0023379**** 0.0046464*** 0.0005303 0.0026492****
(0.000212) (0.0004175) (0.000329) (0.0004425) (0.0005495)

self 0.2091817**** -0.1759722**** 0.1123806****

(0.0047187) (0.0082345) (0.0076398)
fwd_cite_of the 0.0000359**** -0.00000566 0.0000573**** -0.00000566 0.0000551****
cited (0.00000321) (0.00000781) (0.00000437) (0.00000799) (0.00000526)

IPC4_count -0.0165033**** -0.0176023**** -0.0215867**** -0.0170435**** 0.0099131
(0.0013614) (0.002381) (0.0022476) (0.0026306) (0.011092)

publn_claims_ -0.0080901**** -0.0029271**** -0.0094453**** -0.0033284**** -0.0081833****

max tls211 (0.0001942) (0.0003468) (0.0002733) (0.0004149) (0.0010323)

invt_nr 0.0000932 -0.0007108 -0.0058672*** 0.0008906 -0.0089979***
(0.0011831) (0.002112) (0.0018111) (0.0023144) (0.0026535)

family_size -0.006626*** -0.0142835**** -0.0053694**** -0.0091501*** -0.0138593****
(0.0007439) (0.0021553) (0.0011327) (0.0032126) (0.002496)

JP_app -0.0667862***

(0.0069462)

US_app -0.2808785****
(0.0072769)

ISA_CHANGED 0.3096426*** 0.2758815**** 0.380766**** 0.0109491 1.35421****
(0.0066579) (0.0169662) (0.0074961) (0.1314658) (0.3121653)

Technology class  included included included included included

dummies

n 1031127 325990 455830 264805 363328

Discussion and further development

Overall results are consistent with the hypotheses, suggesting that examiners (and searchers
working for the PTOs) are bound by various kinds of “distances,” including technological
complexity of applications. These are intuitive, and are supported by the novel methodology
for the first time. An interesting interpretation is that examiners (unlike inventors) are
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required to find prior art by law, but that they are naturally bound by informational horizons
they have. This has policy implications, since Patent Prosecution Highways (PPH) rely on
outcomes from previous patent offices. Most prior studies using examiner citations do not
incorporate these informational obstacles born by examiners, but they cannot be ignored. For
example, prior studies on the difference of examination outcomes between patent offices
(Jensen et al., 2005; Webster et al., 2007, 2014) do not explicitly consider them, but the cost
of prior art search may affect the results. The results with instrument variables suggest the
self-selection is working, but is evident for the Japanese samples only. Further scrutiny is
needed.
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Abstract

While collective cognition has received increasing attention in the broader field of organization, academic
research has largely overlooked its potential role on shaping innovation trajectories and technological change
adaptation at a firm and industrial levels. Through a strategic lens and based on the patent bibliometrics and
patent co-citation methods, we integrate and extend the cognition and technology strategy literatures by
proposing an invention behavior map of leading companies and groups in the automotive industry. How
collective cognition influence patent strategies? How economic trends impact on patent paths? Empirical
evidence for these reasons is drawn from a longitudinal patent analysis quantitative approach of the period 1991-
2013 considered overall and consequently subdivided into three sub periods of seven years each 1991-1997,
1998-2004, 2005-2013. About 443.000 patents, 1.108.356 citations and 1.234.623 co-citations of 49 automotive
assignees were collected from Derwent Innovation Index (DII), the largest world patent and innovation database.
Multi dimensional scaling and cluster analysis techniques are employed to detect embryonic cognition
homogeneity measures and provide an overview of groups technology composition and companies innovation
strategies trends. Finally, explorative findings are discussed below with suggestions about how they might be
translated into managerial implications.

Conference Topic
Patent Analysis

Introduction

The empirical literature on technological regimes argues that firms within an industry behave
in correlated ways because they share sources of information and technology (suppliers,
universities, other industries), and perceive similar opportunities for innovation. The existence
of a collective cognition shared by firms within a sector can also influence how inventions
arise and how quickly and completely they diffuse, and can give us another key to better
understand the collective failure of some industries as a result of surprisingly unexpected
technological changes, or the innovation trajectories that have characterized some sectors.
Yet, while collective cognition has received increasing attention in the broader field of
organizational theory (Johnson & Hoopes, 2003; Nadkarni & Narayanan, 2007), research on
innovation and patent strategies has been largely silent about the cognition’s role (Kaplan,
2011, 2012; Kaplan & Tripsas, 2003, 2008) and empirical studies thus far have not questioned
how industry boundaries truly define patent strategies and how economic trends impact on
technological trajectories.

To take the first steps at going beyond these limitations and embryonically understand how
industry structure and interaction among players can shape technological trajectories, we
examine the case of the automotive sector from 1991 to 2013 and identify the dynamic
evolution of patent paths among the principal actors in this sector. We chose the automotive
sector for several reasons: first, the ability of firms to innovate is crucial to commanding a
competitive advantage in this industry (Norhia & Garcia-Pont, 1991); second, all relevant
players in this industry must routinely patent their innovations; and third, the automotive
market is characterized by high entry barriers able to isolate new entrants and incumbents’
dynamic noise.
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In order to understand the phenomenon at stake, we analyze the evolution of the technological
trajectory in the automotive sector by utilizing bibliometric information such as patent co-
citations (Lai & Wu, 2005; Wang, Zhang & Xu, 2011). This approach displays a larger
picture of the overall innovation structure and the patent linkages among players and groups’
technology positioning, thereby shedding light on the patterns of patent strategies within an
industry.

In total, a 21-year period, subdivided as three sets of years in seven-year time spans from
1991 to 1997, 1998 to 2004, and 2005 to 2013, are visualized. About 443.000 patents,
1.108.356 citations and 1.234.623 co-citations of 49 automotive assignees were collected
from Derwent Innovation Index (DII), the largest world patent and innovation database.
Multidimensional scaling and cluster analysis techniques are employed to detect the
embryonic cognition homogeneity measures and to provide an overview of the groups’
technology composition and companies’ innovation strategy trends.

This study adds to the literature in multiple ways. First, it contributes to the patent literature
showing the evolutionary patterns of patent strategies inside a specific industry using patent
co-citation analysis. Second, it contributes to innovation literature by enhancing our
understanding of how technological firms and group positioning evolve and are influenced by
collective cognition. Third, it also contributes to the still-inadequate understanding of the
drivers of patent strategies and innovation trajectories.

The paper is organized as follows. In section two, we describe the patent co-citation
methodologies employed; in section 3, we present the bibliometric results and provide a
graphical representation of firms’ and groups’ proximities performed by multidimensional
scaling (MDS) and cluster analysis; in section 4, we discuss embryonic results and offer some
conclusions;

Theoretical background

Bibliometrics and patent citation analysis

Patent citation analysis is an academic set of bibliometric methods directly derived from
methodology that seeks to link patents in the same way that science references link papers.
Papers and patents are both research instruments that adopt citation-count measurement
systems (Narin, 1994). Moreover, in bibliometrics, the use of a citation approach for the
assessment of similarity for the classification of documents is a mature methodology, and for
this reason, it is feasible to apply the citation analysis of bibliometrics to patent analysis (Zhao
& Guan, 2013).

Patent co-citation analysis

Co-citation analysis is a measure of the frequency of how many times A and B units are co-
cited by third earlier units such as papers, authors, institutions, and in our study patents,
inventors, or assignees (Lai & Wu, 2005; Wang et al., 2011). The assumption of co-citation
analysis is that documents that are frequently cited together cover closely related subject
matter (Small, 1973; Narin, 1994). In this vein, the co-cited frequency of patents can be used
to assess the similarities or relatedness and to post evaluation and less-subjective unobtrusive
patent maps and classification systems (Lai & Wu, 2005). In bibliometrics, it is used to assess
document similarities in order to analyze the intellectual structure of science studies and
identify cluster specialties and sub-fields (McCain, 1990; Di Guardo & Harrigan, 2012; Di
Stefano, Gambardella & Verona, 2012).

866



Methodology

Sample and unit of analysis selection

Our analysis, following the bibliometric co-citation and patent co-citation methods
prescriptions (McCain, 1990; Wang et al., 2011; Di Guardo & Harrigan, 2012) and in order to
correctly select the unit of analysis started by tracing the history of most relevant M&As and
alliances automotive industry milestones. This allow us to consequently identify in Derwent
database the standard and non standard assignees codes for the overall and intermediate
periods and correctly formulate compound Derwent Innovation Index and Derwent World
Patent Index search queries (Wang et al., 2011). We retrieved assignees patent bibliometrics
and assignees patent citation counts and finally co-citation frequencies. Operationally, the
compilation of the raw co-citation matrix and its conversion to correlation matrix allow us to
run multivariate analysis and consequently interpreting the findings. In the case of academic
bibliometric studies, the unit of analysis may consist of scientific articles, authors and
institutions (Small, 1973). Symmetrically, in the study of citation behavior in the patent
analysis, the unit of analysis can be identified by single patents, inventors, institutions or
assignees (Lai & Wu, 2005). Our research aims to show the strategic positioning and
similarities between the leading automotive companies by displaying and then comparing the
entire period of time with three different timespans. For these reasons we adopted assignees
as unit of research.

Starting from the OICA 2013 report ranking, we selected the top 80 global companies in the
automotive industry of manufacturers based on the number of commercial, passenger, and
industrial vehicles produced. We examined the companies’ websites and identified the
number of brands for each company and its automotive groups. In the Derwent database, we
checked individually for brands, single companies and groups, and the number of patents of
the application date for the period 1991 to 2013. In this way, we divided the commercial
brands by independent enterprises capable of producing technology. Then we looked back
across the brands’ histories, alliances, and M&As that occurred in the years between 1991 and
2013. In addition, in order to avoid the traditional limitations due to strategic and formal
changes in companies and group structures, Derwent provides a comprehensive data set of
joint ventures drawn up within industries in the period considered. From the operational point
of view and following the correct search strategy proposed by Wang et al. (2011), we did a
screening of all potential Derwent codes, including those with a different denomination than
the main automotive group, related to joint ventures and M&As. In the research, we took into
consideration 14 joint ventures formalized during the period among 18 companies.

Then, we launched an investigation of patent bibliometrics and identified the number of
citations of the top 60 car manufacturers. Furthermore, in the hope of exploring the potential
effects of the crisis in the strategic positioning of technology groups, we considered these in
conjunction with the Asian crisis of 1997 - 98 and just before the start of the crisis of 2007—
2008. Moreover, we took into account the M&A histories that showed that in these three
periods, the most influential automotive group changes were concentrated. By analyzing the
three periods, it was possible to visualize the structural change trends of automotive world
industry. Finally, through the multidimensional scaling, a methodology that reduces the
complexity and allows the matrices of proximity of certain objects to be studied (Mc Cain,
1990), we displayed the shape and measure the density of automotive sector conformation.

867



Discussion of results

Patent co-citation

The analysis of co-citations highlights the strategic positioning of the 49 major technological
automotive companies in the global market in the period 1991 to 2013, 28 of the main groups
in the periods 1991 to 1997 and 1998 to 2004, and finally the 34 major groups between 2005
and 2013. During the full period, the unit of analysis is the single automaker, while in the
three time spans it is the automotive group through the extraction of aggregate data. The
analysis of the complete map and the trends and changes in technology portfolios in the three
time spans, considering the M&A histories and joint ventures, are discussed below through
the results of multidimensional scaling and cluster analysis.

MDS and Cluster Analyses

o
nnnnnnnnn

ccccccc

Figure 1. 1991-2013.

On the left of Figure 1 shows an area of high concentration and high technological
similarities, while on the right, the distances among firms increase. In this scenario, cluster
analysis clearly highlights four groups. The Japanese firms Toyota, Honda, and Nissan are the
most central companies and belong to a larger international group comprised of Japanese,
Chinese, Korean, and US companies. On the bottom left of the map, European manufacturers
emerge, such as Volkswagen, Fiat, Porsche, Renault, BMW, PSA, and MAN, among which
are India’s Tata and the Soviet Avtovaz and the Malaysian Proton and its Lotus brand. Ford,
GM, and Hyundai represent a technological bridge between the two areas. An important
peculiarity of some company outliers such as Chrysler, Daimler AG, Geely, Volvo, and
Chinese Saic and Dongfeng that belong to cluster 3 is seen, while peripheral positioning is
occupied by Daewoo and Kia at the top right.

Figure 2. 1991-1997.
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Figure 2 shows a major cognition concentration among firms, with the exception of the Indian
company Tata on the right side. Ford, Toyota, and Renault are the major groups of centrality.
Geely is the only Chinese enterprise present. Cluster analysis clearly shows six groups.
General Motors is highly decentralized, a symptom of the uniqueness of its patent portfolio.
Daimler and Hyundai are central, positioned in the two groups at the top along with the major
Japanese companies, while at the bottom are MAN, Navistar, Volvo, and Paccar, which are
all specialized in truck production, just below the European Union automakers. Interesting is
the proximity of technology for Fiat and Chrysler, now belonging to the same group, and vice
versa, the distance between Toyota and Daihatsu as separate companies at that time and since
1999 part of the same group. Of note is the proximity between Porsche and Volkswagen.
Finally, the Volvo Group, at this stage not yet divided between truck and car production, is
positioned at the left side near Navistar.

Figure 3. (a) 1998-2004. (b) 2005-2013.

Figure 3(a) transposes the effects of the Asian crisis of 1997-1998 and has a strong dispersion
compared to the previous period’s technology structures. The distances between companies
are larger. To highlight the lack of a technological leader and a high level of technological
heterogeneity, the central part of the map is empty.

Figure 3(b) includes the effects of the strong economic performance and global sales of the
previous five years to have a stronger concentration symptomatic of technological proximity
than in the previous period. During this period, Daimler AG, Ford, and GM occupy the most
central locations on the map. General Motors, in particular, takes a decidedly opposite path in
the three periods compared to Toyota. The American company tends to centralize its
positioning technology, while Toyota tends to move within the confines of the map.

Conclusion and Limitations

This exploratory study increases the awareness of scholars by detecting and visualizing the
cognitive structure, operationalized as companies’ technological distances, of the automotive
sector between 1991 and 2013. It reveals innovation similarities, technology positioning, and
trends of assignees and groups, and makes it possible to hypothesize patent strategies and
latent relationships among them. A contribution to the patent strategy and cognition literature
has emerged on the basis of differences in positioning among companies and groups during
the entire period and divided into time spans. In the overall map, this has emerged as some
groups are composed of firms with heterogeneous positioning and consequently
heterogeneous patent portfolios, while other groups have steadily increased over the years by
acquiring high map closeness with companies with similar technological characteristics.

Second, the analysis of the three subdivided periods has highlighted how the level of
similarity or distance among the groups, namely the collective cognition, changes
continuously. The high concentration level that characterizes the first period is changed in the
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second, which is more dispersed and where there are not central or technological leader
groups. Yet the third one returns to a concentration level similar to the first period. Such
behavior of the map, if considered in relation to the economic performance of the production
and sales of the industry, reveals how, in times of crisis, companies tend to look for a
heterogeneous technology portfolio to obtain competitive advantages, while in positive
economic periods, conformity tends to prevail. It is as if the collective cognition profoundly
affects the technology positioning and behavior of firms at the expense of objective
assessments of patent strategy decisions. Third, research has highlighted significant strategic
differences in positioning in the various periods in which such central enterprises move to the
suburbs and vice versa, and some change their technology cluster membership by moving into
another and finally emerge or disappear because of a failure or because of an M&A.

Fourth, an explorative contribution originates from the evaluative study of the groups’
conformation in terms of brands and partnership formal contracts. In fact, it opens new
horizons to researchers who want to analyze the impact of M&As or JVs on technological
map positioning and, for example, in Foreign Direct Investments (FDI) and technology
strategy literature. Finally, explorative findings of this study might be translated into
managerial implications from the point of view of the companies strategic positioning
planning. In fact, by detecting the heterogeneous technologies adoption (displayed by the
more distant nodes in MDS), manager can potentially create innovative patent recombination
strategies and consciously determine innovative future technological positioning scenarios.
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Introduction

As one of leading core technology in the 21th
century, nano photonic technology (NPT) is highly
interdisciplinary, involving physics, chemistry,
biology, materials science, and the full range of the
engineering disciplines (Picraux, 2014). NPT is a
study of the interaction of electrons and photons
and its components in nano structure based on the
great development and popularization of nanometre
semiconductor materials (Liu, 2005). In 2011, NPT
was identified as one of Key Enabling
Technologies (KETs) for its vital role in
strengthening Europe’s industrial and innovation
capacity (European Commission, 2011). It is widely
used in telecommunications, optical interconnects,
display, lighting, photovoltaic, sensors, data storage,
imaging, and testing, etc (AIRI/Nanotec IT, 2008).

Patent analysis, which involves statistical,
analytical, and comparative methods for examining
information in patent documents, has been widely
applied in studies examining R&D capacity,
technological fields, industrial departments, and
company levels (Pavit, 1988). Careful analysis of
NPT-related patents can assist in elucidating
technological details and relationships, identifying
business trends, inspiring novel industrial solutions,
and developing investment policies. Therefore, this
study performed a statistical analysis of patent data
to explore the technological developments of NPT.
The technology life cycle and regional distribution
of the patents were studied, and the top ten patent
assignees were also explored.

Methodology

The searching for NPT patents from the Derwent
World Patent Index (DII) database, keywords
search were performed for the term appearing in
titles, abstracts, or claims. The search strategy of
DII database based on NPT was as follows:
TS=(((solar or photovoltaic or "optoelectronic
integrated device" or OEIC or "optic switch" or
"holographic memory" or "light amplifier" or
"optical amplifier" or ROADM or "optical add-drop
multiplexer" or "optoelectronic display") and nano)
or (optoelect® and (semiconductor or GaAs or
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"gallium arsenide") and nano) or (("quantum well"
or "quantum wire" or "quantum dot") and (laser or
"photoelectric effect")) or "micronano laser" or
"nano laser" or Nanophot* or "Nanowire laser" or
"Uv nm laser" or "microcavity laser" or (nano same
LED) or (nano same "light emitting diode")). After
querying, filtering, and organizing the search results,
8168 NTP-related patents were obtained on
December 12, 2014, and the data were analyzed
using Thomson data analyzer (TDA).

Results and discussion

Figure 1 showed the evolution of the number of
patents relative to the assignees, which is a typical
value for exploring the technology life cycle base
on patent data. It was showed that the number of
patents and assignees increased gradually before
2000, indicating that the technology life cycle was
in the introductory stage. This trend implied that
few manufactures and institutions were investing in
the R&D of NPT before 2000. By contrast, the
number of patents and assignees increased rapidly
after 2000, particularly during the 2007-2013
periods, indicating that the technology had entered
the growth stage. Specifically, the number of
patents (assignees) increased from 378 (558) in
2007 to 1006 (843) in 2013.
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Figure 1. Technology life cycle

Figure 2 showed the number of patents filed in
various countries/offices, as well as the trend of the
number of patent applications. China (CN), Japan
(JP), United State (US), WIPO (WO), and Korea
(KR) were the top five countries/offices, with the
number of patent applications of 2133, 1964, 1946,
970 and 656. The number of patent applications
filed in CN was the highest, indicating that the NPT
market in CN might offer the most potential for
future development. Compared with other countries,
the filing of NPT-related patents commenced only
recently in CN, although the number of patent
applications increased markedly in 2004-2014.



Moreover, the NPT-related patents were filed
earliest in US and WO, and the number of patent
applications of these two countries grew rapidly
since the beginning of 2004.
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Figure 2. Number of patents and its evolution
by country/office. The initialisms “WQO” and
“EP” indicate that the patent was filed in the
WIPO and EPO, respectively.

Table 1 showed a summary of the top ten patent
assignees. It was found that all of top ten patent
assignees were from JP except Semiconductors
Institute of Chinese Academy of Sciences and
Samsung  Electronics Company, Limited. In
addition, the JP assignees were all companies, and
these JP companies had already manufactured
commercial NPT products. Furthermore, the JP and
KR assignees were filed their patents in many
countries/offices for the global layout of NPT. By
contrast, Semiconductors Institute of Chinese
Academy of Sciences filed patents only in CN.

Table 1. Top 10 patent assignees.

No. | [iie | Times
Assignee (nationality) of ation cited
pat (avera
ents | ° ntr ge)
ies
. 425
NEC Corporation (JP) 280 4 (1.5)
Mitsubishi Denki K.K. 402
(JP) 1881 7 2.1)
Fujitsu Limited (JP) 179 5 210
(1.2)
Sharp KK (JP) 170 6 é?g)
Hitachi Limited (JP) 156 4 187
(1.2)
Samsung Electronics 153 6 137
Company, Limited (KR) (0.9)
Semiconductors Institute 71
of Chinese Academy of | 143 1 (0.5)
Sciences (CN) )
Furukawa Electric 138 6 423
Company, Limited (JP) 3.1
Nippon Telegraph & 30
Telephone Corporation | 132 3 02)
(JP) '
Matsushita Denki | 115 5 286
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Sangyo KK (JP) ‘ ‘ ‘ 2.5) ‘

Conclusion

This study analyzed patent data to explore the
technological developments of NTP. After querying,
filtering, and organizing the search results, this
study analyzed 8168 NTP-related patents. The
primary findings of this study were detailed as
follows.

(1) Based on the analysis results, the technology
life-cycle status of the NPT is currently in the
growth stage, indicating that many products were
sufficiently developed for commercialization.

(2) US assignees were the most prominent
assignees, although the most patent applications
were filed in CN, indicating that the market for
NPT in CN might offer the most potential for future
development.

(3) All of the top ten assignees were from JP,
KR, or CN. The JP and KR assignees were all
companies, and the assignees were filed their
patents in many countries/offices for the global
layout of NPT and products. By contrast,
Semiconductors Institute of Chinese Academy of
Sciences is academic institution and filed patents
only in CN.

Future studies should consider evaluating the
current state of NPT developments in a specific
field to identify application areas for new patents.
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Introduction

The Subject-Action-Object (SAO) structures are
composed of Subject (noun phrase), Action (verb
phrase) and Object (noun phrase), which can
represent technology information with more details
in a simple manner and have been widely applied in
patent text mining (Cascini, Luechesi, & Rissone,
2001; Sungchul et al., 2012; Zhang et al., 2014a).
This paper presents an approach for technology
evolution analysis based on SAO. SAO structures
are extracted and cleaned from patent text. The
technology information of patents such as problems,
solutions, functions and effects are stated by SAO.
By calculating the distributions of problems over
solution groups, a technology evolution map of
problems can be drawn. Graphene sensor patents
are selected as a case study.

Methodology

Extracting SAO Structures

After collecting patents, some national language
processing (NLP) tools are used to extract raw SAO
structures from patent text fields. Normally, the
fields such as “Title” and “Abstract” are precise and
meaningful for NLP (Sungchul et al., 2012).

Cleaning SAO Structures

The number of raw SAO structures is huge and they
need to be cleaned. Text mining tools and domain
thesauri are used to carry out Subject and Object
cleaning by following a term clumping framework
(Zhang, et al., 2014b). The verb phrases of Action
are normalized and categorized by experts.

Tagging SAO Structures

According to a classification model learned from a
training data, the cleaned SAO structures are tagged
with 4 kinds of labels of problem, solution, function
and effect.
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Clustering SAO of Solution

After tagging the semantic type of each SAO, those
with solution label are clustered into different
solution groups. Each solution group with similar
SAO can be considered as a solution topic.

Drawing technology evolution map of problems

Kim, Suh and Park (2008) approached a method
that can be used to draw technology evolution map
of keywords by calculating the distributions of
keywords over the keyword cluster groups. We
draw technology evolution map of problems based
on Kim, Suh and Park’s (2008) research. Firstly, we
calculate the distributions of problems over the
solution groups. If the co-occurrence frequency of
two problems is above a threshold, we draw a
directed line segment between them to show their
relevance. Then the occurrence frequency of each
problem in solution groups is counted. Finally, by
adding the earliest filling date of each problem, a
technology evolution map of problems with
horizontal axis of timeline and vertical axis of
frequency can be drawn.

Case Study

Extracting SAO Structures

We selected Derwent Innovations Index (DII) as
data source and invited experts to determine the
patent retrieval strategy for graphene sensor patents.
After eliminating irrelevant patents, we got 196
patents. We extracted raw SAO from the “Title”
and “Abstract” fields and got 4,823 raw SAO
structures using an NLP tool named ReVerb
(Anthony, Stephen & Oren, 2011).

Cleaning SAO Structures

We cleaned Subject and Object by using a
commercial text mining tool, VantagePoint (Nils,
2011) and domain thesauri. We followed the term
clumping framework to clean them, which includes
general cleaning, terms pruning and terms



consolidating processes. After term clumping, we
got 628 terms of Subject and Object. We
normalized and categorized the verb phrases of
Action based on a rule table made by experts. After
the cleaning steps, we got 2250 SAO structures.

Tagging SAO Structures

We chose 167 SAO structures from 20 patents as a
training set. We picked up Subject, Action as the
classification features and C4.5 decision tree as the
classifying algorithm to build a classification model
which helps to categorize SAO to 4 classes of
problem, solution, function and effect. Among the
classified SAO structures, there are 208 tagged with
problem label, 746 with solution label, 824 with
function label and 472 with effect label. A sample
of SAO is shown in table 1.

Clustering SAO of Solution

We clustered the SAO structures with solution label
into solution groups using k-means algorithm. By
comparing the cluster results, we set the k-value 20
and got 20 solution groups.

Drawing technology evolution map of problems

By calculating the distributions of problems over
each solution group, a technology evolution map of
problems in graphene sensor patents was drawn. A
part of the map is shown in Figure 1.

Table 1. A sample of SAO after tagging.

Type Subject | Action Object
Problem | method | synthetize | graphene oxide
ultrasonic
Solution | method use oscillation
process
Solution | graphite | mixed sodium nitrate
powder with
Function | graphene | used for thin film
oxide transistor
Conclusions

The technologies in the upper left corner of Figure
1 appeared in many different solution groups and
were applied for patents in earlier time, which can
be considered as the basic problems in graphene
sensor, such as producing carbon nanotube,
synthetizing graphene oxide, ctc. The technologies
in the lower right corner of Figure 1 appeared in
fewer solution groups and were applied for patents
lately, which can be considered as the latest
technologies or emerging technologies, such as
manufacturing sensor array, detecting nucleic
acid, etc.

We can draw a technology evolution map of
solution, function or effect by following a similar
process. The separate technology evolution maps of
problem, solution, function and effect can be
combined to a more comprehensive technology
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evolution map of graphene sensor. This
ongoing.

study is
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Figure 1. A part of technologies evolution map of
problems in graphene sensor patents.
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Introduction

Patent statistics have frequently been used as both
technological and economic indicators, however, in
order to fully utilize patent data in economic
analyses, we must link patents to economic activity
at a level of industry or product.

Many previous pieces of research showed the
effectiveness of patents citation index (PCI),
containing annual citation information, on
economic indicators of respective firms. Hall et al.
(2005) have studied the relation between a market
value and PCI wusingthe Tobin's q approach,
and Patel and Ward (2011) have compared the
stock market value of firms with the patent citation
using the event study methodologies. Both studies
showed that Patent statistics can be effectively used
to micro-level economic analyses and the increase
of PCI has the positive effect on the corresponding
market value.

Meanwhile, our study aims to prove the
effectiveness of PCI on the economic value of
industry, so-called Meso-level study and, in this
case, it is essential to develop technology-industry
concordance method.

Method

The correlation analysis between Potential Market
value (PMV) and PCI for the respective industry is
carried out in three stages.

(1) Data concordance process. The market data was
collected from Annual Survey of Manufactures
(ASM) ' in the US Census Bureau
(http://www.census.gov) and PCI > data was
collected from the patent set registered USPTO.
Next, we created an annual concordance matrix of
IPC (international patent classification) 4-digit to
NAICS (North American industry classification
system) 6-digit (rev.2002, 2007, and 2012) by
Algorithmic Links with Probabilities (ALP), ALP
(Lybbert & Zolas, 2013), concordance method of
the WIPO (http://www.wipo.int/). ALP is the most

'ASM is estimated sample statistics issued annually for more
than one people employees firms in the manufacturing sector.
ASM is classified industries by NAICS. In this study, using
field of the value of shipment at the 2004 and 2006 edition of
ASM that follow the revised NAICS 04 and 2008 to 2011
edition of ASM that follow the revised NAICS 07.

’PCI data was used granted patent of USPTO. During the
year of from 2002 to 2013.

875

up-to-date method compared with those of YTC

(Kortum & Putnam, 1997), OECD (Johnson, 2002)

and DG (Schmoch et al., 2003).

Each IPC 4-digit is connected to multiple NAICS 6-

digit probabilistically via a text mining-based

matching rule.

PMV was calculated by model 1 as follows, and

consequently, 593 annual pairs of PMV-PCI for

each IPC were generated.

PMV,, = — ke GRbik _  su76 Model 1
U = SIS ag % k=1 Dite e odel 1.

a = Probability of IPC 4-digit to NAICS 6-digit

b = Value of shipment by NAICS in ASM

i= Year (2002 to 2013)

j = IPC 4-digit code (A01G, AOIH, ..., HO5K)

k = NAICS 6-digit code (311111, 311119, ..., 339999)
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Figure 1. Process of IPC-NAICS Concordance
and PMYV Calculation.

(2) Statistical correlation analyses for all industry
fields. We performed a statistical correlation
analysis between the annual incremental of PMV
and PCI. We used the Spearman's rho correlation

analysis, a nonparametric correlation analysis
algorithm, useful to calculate the correlation
between the ranked variables (IBM,

http://k:5172/help/index.jsp?topic=/com.ibm.spss.st
atistics.tut/introtut2.htm).

(3) Statistical correlation analyses for 4 major
industry fields. The correlation analyses between
the annual incremental of PMV and PCI for 4 major
industry fields - electrical engineering, instruments,
chemistry, and mechanical engineering — were also
performed.

Result

Figure 2 shows annual trends of PMV, PCI, and
Patent registered. All kinds of variables are trending
upward in an accelerating degree.
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Figure 2. Structure of PMV, PCI and Patent.

PMYV of each IPC

Table 1 shows the result of the PMV of each IPC
calculated from model 1. It has a significant
meaning that a set of patents can be expressed to
market value.

Table 1. PMV (unit: million USS$).

No. | IPC | 2002 ] 2003 2013
1 | A0IG | 282 301 229
2 | AOIH | 3,057 | 3,831 15,227

593 | HOSK | 6,556 | 6,166 5,055

Correlation Analyses

In the analysis results over the entire industry fields
(Table 2), we could find out that significance of
correlation and direction varies depending on the
Lagging time (differences in data collection year
between PMV and PCI). It has a relatively weak
positive correlation when the lagging time is O,
meanwhile, it showed relatively strong negative
correlation when the lagging time is “PCI+1” — the
data collection year for PCI is one year after to that
of PMV -. And in case of the lagging time of “PCI-
17, it has relatively strong positive correlation,
which reveals patent citation activity’s positive
relation to the corresponding market value “one
year later”.

Table 2. Results of PMV-PCI rate’s correlation
analyses (all fields, ~ significance level 0.01).

Lagging | Correlation | p-value (two- N
time(year) | coefficient tailed)
PCI-1 0.136" 0.000 5337
0 0.093" 0.000 5930
PCI+1 -0.323" 0.000 5337

The analyses results of 4 major industry fields
showed similar tendencies to all-field-analysis
except electrical engineering field.
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Table 3. Results of PMV-PCI rate’s correlation
analyses (4 major fields, = significance level 0.01).

Field Lagging Correlation p-value
time(year) coefficient (two-tailed)
PCI-1 -0.013 0.747
Electronic 0 0.143" 0.000
PCI+1 -0.513" 0.000
PCI-1 0.209" 0.000
Instrument 0 0.011 0.795
PCI+1 -0.360" 0.000
PCI-1 0.180" 0.000
Chemistry 0 0.022 0.434
PCI+1 -0.265" 0.000
PCI-1 0.167" 0.000
Mechanic 0 0.123" 0.000
PCI+1 -0.266" 0.000
Conclusion

In this research, we made a systematic way for
describing the technological impact on industry
sector by wusing some indices, which has a
significant meaning that a set of patents can be
expressed to market value. We also had confirmed
the potential of PCI to predict PMV of the industry.
Experimental results showed that PMV in all
industry fields was related by the corresponding
field’s patent-citation activity in one year before or
after. After this work, we will deal with enhanced
concordance approach to find out relationships
between IPC 7-digit and NAICS 7-digit. Also, the
self-citation ratio of patent-citation activity may
affect economic activity at a level of industry or
product, which is now on a study.
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Introduction

This paper presents an analysis of knowledge flows
in the pharmaceutical innovation process.
Backward citations, citations to non-patent
literature (NPL), and forward citations that link
patents, scientific publications, and pharmaceutical
pipelines data on drug developments are analyzed
and visualized to provide a more holistic
understanding. Results show that patents linked to
drugs tend to be technically specialized when
compared to patents without linkages to drugs.
Moreover, patents linked to drugs tend to cite older
patents and scientific publications and impact wider
technological and  scientific  fields  than
pharmaceutical patents not linked to drugs.

Diverse studies have been conducted to study the
origin, trajectory, and destination of knowledge
flows and the delays in the science and technology
system. Patents and citations between patents and to
non-patent literature (NPL) are analyzed to
understand knowledge spillovers (Lukach &
Plasmans, 2002) or to measure patent quality
(Squicciarni et al., 2013). The OECD Science,
Technology and Industry Scoreboard 2013 (OECD,
2013) uses comprehensive and up-to-date data to
report on knowledge flows via collaboration

networks  (e.g., derived from co-authored
publications and co-inventors on patents),
international migration of researchers (e.g.,

estimated from changes in author’s addresses on
publications), but also flows of royalty and license
fees for technologies. Recently, the OECD
introduced a new indicator, called “Patent-Science
Link,” that aims to measure knowledge flows
between the science base and the innovation system
(OECD, 2013). According to this new indicator,
patented pharmaceutical inventions account for the
majority of citations made from patents to scientific
publications. That is, the distance between the
science base and the innovation system is much
closer in pharmaceutical fields than it is in other
technological fields. Pharmaceutical innovation is
particularly important for drug discovery, as
research and development (R&D) costs are huge
and major challenges exist for arriving at cost-
effective new drugs. In fact, there is a steady
decrease in R&D productivity over the last number
of years (Booth & Zemmel, 2004).
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The structure of the paper is as follows: The next
Section details data acquisition and preparation.
This is followed by a description of the
methodology and results. The paper concludes with
a discussion of key insights and their comparison to
prior work.

Data Acquisition and Preparation

Five datasets by Thomson Reuters covering 1981 to
2011 are used in this analysis. (1) Publication data
from the Web of Science (WoS) database. (2) Patent
data from the Derwent World Patents Index
(DWPI) and associated citations from the (3)
Derwent Patents Citation Index (DPCI). (4)
Linkages between publications and patents come
from the WoS-DPCI Linktable computed by
Thomson Reuters and JST that provides
information on backward citations from patents and
to the non-patent literature (NPL), i.e., scholarly
publications, derived from the DPCI. (5) Drug
pipeline data was retrieved from the Cortellis for
Competitive  Intelligence  database  including
detailed information of exactly drugs a patent is
associated with. Data was compiled on December
11,2013.

Interested to identify patents and their linkages to
the NPL in pharmaceutical fields, we extracted all
833,376 patents with the International Patent
Classification (IPC) code “A61P: Specific
therapeutic activity of chemical compounds or
medicinal preparations” from the DWPI with their
citations from DPCI, called “Pharma Patents.”
Then, we extracted 57,800 patents linked to
pipeline data from the Cortellis for Competitive
Intelligence database, called “Drug_Patents.” Next,
the Drug-Patents were subtracted from the A61P-
Patents resulting in a dataset of 325,576 “Non-Drug
Pharma Patents” that have the A61P code but are
not linked to drugs.

Finally, all 115,252 NPL for Drug Patents (DP)
and 718,269 Non-Drug Pharma_Patents (NDPP)
were retrieved using the WoS-DPCI Linktable.

Methodology

Four metrics were computed: (1) citation lag; (2)
generality index computing the diversity of patents
that are cited by a given focal patent as well as the
diversity of patents that are citing the focal patent;



(3) subject index, a new indicator based on the
generality index but computed for NPL; (4) patent
scope, often associated with the technological and
economic value of patents with broad scope patents
having a higher value (Lerner, 1994).

Results

Using the four metrics, a number of novel results
can be computed.

Technology Delays: Citation Lag

Comparing citation lag data for DP and NDPP
reveals the temporal dynamics of knowledge flows.
Table 1 shows that forward citations from NDPP
come from patents that were published on average
2.17 years later while DP are cited faster—after
1.89 years on average. Backward citations from
NDPP go to patents that were published on average
3.4 years earlier and they go to much more recent
NPL—published only 1.69 years earlier on average.
Interestingly, DP cite older works than NDPP:
Cited patents are 5.64 years old and cited NPL are
2.5 years old on average. All values are statistically
significant at the 1% level. In sum, they show that
DP cover larger temporal ranges and are cited more
quickly than NDPP.

Table 1. Forward and Backward Citation Lags.

NDPP DP
Forward Cites by Patents 2007 1.89
Backward Cites to Patents 3.40 5.64
Backward Cites to NPL 1.69 2.50

Technology Diversity: Generality & Subject Index

The generality index was calculated for 4- and 6-
digit IPCs for forward and backward citations for
NDPP and DP, see Table 2. DPs have higher
generality index and subject index than NDPP. That
is, on average, DP draw on more diverse
technology “base knowledge” and are cited by a
more diverse set of patents that have more varied
IPCs. All values are statistically significant at the
1% level.

Table 2. Generality Index for Forward Citations
(FC) and Backward Citations (BC).

NDPP DP

Generality Index (4-Digits)  EC 0.36  0.37
BC 040 0.54

Generality Index (6-Digits)  FC 0.46 0.50
BC 0.52  0.73

Subject Index BC to 0.22 0.28
NPL

Technology Value: Scope

The patent scope was computed for NDPP and DP,
see Table 3. The scope of DP is lower than that of
NDPP. This is unexpected as patents linked to
drugs are presumably more valuable than those not
linked to drugs.
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Table 3. Scope.

NDPP DP
Scope (4-Digits) 0.13 0.11
Scope (6 Digits) 0.16 0.15

Conclusions

This paper compared and contrasted patents that are
linked or not linked to drugs to understand
knowledge flows and delays in pharmaceutical
innovation. The results indicate that Drug Patents
draw from a more diverse set of technologies and
are cited more widely across the technology
landscape. However, they tend to be more
technically specialized (lower scope) than Non-
Drug Pharma_Patents. Concerning citation lag,
Drug Patents tend to refer to older patents and
scientific publications and are cited faster than Non-
Drug Pharma_Patents.

In our prior work, we introduced new drug-patent
indicators for identifying patents related with
pharmaceutical entities’ R&D progress (Jibu &
Osabe, 2014) and that IPC count, forward citations,
and citations to NPL are efficient drug-patent-
indicators. The work presented here is novel is that
it shows that citation lags and the generality of
backward citations are statically significantly
different for Non-Drug Pharma_Patents and
Drug Patents.
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Abstract

Using the accumulative publication data on HER-2 and its trend line, we draw the accumulative curve of the
publication data. We discuss the characteristics of the accumulative publication curve, and how these
characteristics change with respect to the different trend lines. We find that the points that regression line and the
publication curve intersect with each other and the minimum points with respect to the trend lines do not change
very much in both exponential trend line and linear trend line even if the exponential trend line raises itself much
faster than the linear trend line. These data points are formed around the time when the significant discoveries
are made and the related regulations are executed. These significant discoveries and regulations impact how and
where the research should go and how the basic discoveries influence their application. The accumulative
publication curve itself tells us very little about science. However the change of the accumulative publication
curve with respect to the trend lines may tell us how science evolves. The content in the publications with
significant scientific value may change the direction and trend of research, while research may change the
publication trend the other way round. We may say that important scientific discoveries and regulations on
clinical practice act as tipping points or act as drivers of change in the rates of scientific publications on the topic
of HER-2. This induces us further to explore how scientific events drive the publication process. We may expect
that through the publication process, we can monitor the scientific process.

Conference Topic
Theory

Introduction

The number of publications is widely used to measure the output or the productivity of
researchers or their affiliated institutes. Hence, it is also used to compare the output of
different countries (Bornmann & Marx, 2013; Zhu et al., 2004; Inglesi-Lotz & Pouris, 2011;
Garfield, Pudovkin, & Paris, 2010). (China is ranked the second in terms of output of
scientific research measured by the number of publications.) It is normally regarded as a
quantitative indicator. The number of citations is supposed to measure the impact or the
visibility of the researchers or their affiliated institutes that are investigated (Garfield, 1955).
Sometimes it is even referred to as the indicator that measures the quality of the research in
the cited article that a researcher has performed.

However, these measurements arouse a heated debate. In the December 16, 2012, the
concerned scientists gathered in the Annual Meeting of the American Society for Cell
Biology developed a set of recommendations referred to as the San Francisco Declaration on
Research Assessment (DORA). DORA aimed to stop the use of the “journal impact factor”
(JIF) in judging an individual scientist’s work. They invited interested parties to indicate their
support by adding their names to this declaration. Later the editor-in-chief of Science Bruce
Alberts published an editorial to support this declaration. He thought the evaluation based on
JIF was destructive and just encouraged “me-too science” and hence blocked innovation and
created a strong disincentive to pursue risky and potentially groundbreaking work. Many
leading scientists and scientific organization endorsed in this declaration (Alberts, 2013). JIF,
a scientometric indicator based on the number of publications and the number of citations,
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was originally created as a tool to help librarians to select journal to purchase, but later it is
frequently used as a measure of the scientific quality of research in an article published in this
journal and act as the primary parameter with which to compare the scientific output of
individuals and institutions. Some academic institutes even use it to decide if a researcher
should be funded or promoted as a tenure member (Garfield, 1999; Alberts, 2013). However,
this practice arouses the fierce objection by scientists who are evaluated.
Bibliometricians also gave their voices to this phenomenon. Wouters, Glinzel, Glaser, &
Rafols (2013) call for the urgent debate on the dilemmas of performance indicators of
individual researchers. The Higher Education Funding Council for England (HEFCE), which
distributes public money for higher education to universities and colleges in England and
ensures that this money is used to deliver the greatest benefit to students and the wider public,
carry out a work to review the role of metrics in the assessment and management of research.
(http://www .hefce.ac.uk/whatwedo/rsrch/howfundr/metrics/). In the review, the working
group launched a call for evidence to gather views and evidence relating to the use of metrics
in research assessment and management. Elsevier and SPRU responded to the call. Ismael
Rafols, Paul Wouters and Sarah de Rijcke organized a special session on the quality standards
for evaluation indicators: Any chance for the dream to come true? (STI program). This
session initiated to make the Leiden manifesto on the research assessment. van Raan, a
scientometrics pioneer and gatekeeper (Garfield, Pudovkin, & Paris, 2010), will coordinate
among different aspects so that this manifesto could be accepted widely. All these principles
and responses, without exception, mention that quantitative information provided by metrics
must be complemented by qualitative evidence to ensure the most complete and accurate
input to answer a question. Even DORA recommended that the funding agencies should
consider a broad range of impact measures including qualitative indicators of research impact,
such as influence on policy and practice. DORA also recommended the publishers should
make available a range of article-level metrics to encourage a shift toward assessment based
on the scientific content of an article (DORA).
Garfield (1979, p. 62) illustrated that:
"If the literature of science reflects the activities of science, a comprehensive,
multidisciplinary citation index can provide an interesting view of these activities. This
view can shed some useful light on both the structure of science and the process of
scientific development."
However, can metrics drawn from publications and citations provide qualitative indicators
that reveal the contents of the publications so that metrics can measure the way the contents of
the publications influence policy and practice? Liu & Rousseau (2013, 2014) expounded that
citation in essence is the interaction of the perspectives on a specific scientific phenomenon,
hence can be used to reveal how the scientific phenomenon is understood. With the help of
the regression line and a detrended curve, Liu & Rousseau (2012) show that the citation
diffusion curve of an article containing a really original idea has an S-shape similar to the
standard innovation diffusion curve. The convex part corresponds to the academic phase of
the field that Kao’s idea initiated, while the concave part corresponds to the technology
dominated phase. The curve in the post-technology phase paralleled the regression line. The
points of inflection correspond to the phase transition from academic to application research,
while minima indicate a breakthrough in academic phase, and maxima indicate a
breakthrough in the technology dominated phase. This implies that breakthroughs may
directly influence the rate of change of the diffusion process while phase transfers may
influence the rate of change implicitly. They claimed that the theory of diffusion process
expounded in this article have the potential use of discerning breakthrough and turning points
in an S & T area and finding social, technological, political and economic factors influencing
the development of science. Can we use the number of publications on a specific topic to
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observe the research trend? How the regression lines and the detrended forms of the
publication curve tell us about the development of science? Can we discern the breakthrough
and turning points between the academic phase and applied phase? Can we find social,
technological, political and economic factors influencing the development of science? In this
article, we will use the publications on Biomarker Her 2 to illustrate how the scientific
activities on a specific research topic influence the publication process. With the help of the
regression line and the detrended forms of the publication curve, we try to identify the
breakthrough in this area and trajectory of translating research finding into diagnostic tools,
medicines, procedures, policies and education. We will combine descriptive material on the
development of the research domain with the publication growth - presents a model of
interconnections of the publication and citation process, we analyze the cumulative
publication curve and compare it to major events in the field. We will show that important
scientific discoveries and regulation of clinical practice act as tipping points/ drivers of
change in the rates of scientific publications on the topic of HER-2.

Data

After comprehensive literature research, we determined our search string:

TS=("CerbB2*" OR "CerbB-2*" OR "Cer-bB2*" OR "C-erbB2*" OR "Cer-bB-2*" OR "C-
erbB-2*" OR "C-er-bB2*" OR "C-er-bB-2*" OR "Cerb B2*" OR "Cerb B 2*" OR "erbB2*"
OR "erbB-2*" OR "er-bB2*" OR "er-bB-2*" OR "erb b2" OR "erb b 2" OR "HER2" OR
"Epidermal growth factor receptor 2" OR "EGFR2" OR "CD340" OR "her 2")

These words include all the spelling variants related to the biomarker Human Epidermal Growth
Factor 2. Among these words, “Her 2” is the only word that is not specific which may bring us
some noising results because “her 2” can be used as in “her 2 children” which has nothing to
do with Human Epidermal Growth Factor 2. Worse, children can be replaced by any nouns.
Between her 2 and the nouns, any adjectives can be added in between. Even worse, since the
Web of Science (WoS) ignores all punctuations, any punctuations can be added in between.
Also one item that has “her 2 children” does not necessarily mean it is not what we need.
Even the articles which deal with Human Epidermal Growth Factor 2 do not exclude the
expression “her 2 children”. These situations make it very difficult for us to formulate an
effective search string. However, we use the position information and its follow up to judge if
these articles are related to the topic that we are searching by a program (Chavarro & Liu
2014, Lang, Liu & Chavarro, 2015), if it cannot be judged by a program, we judge it
manually. We have got 98 articles that are not related to our topic. We downloaded all these
data in 27 May 2014 and then excluded these 98 articles. Hence we get 30,056 articles. Since
the gene of Her2/neu did not have a uniform name at the beginning when the scientists found
this gene, we picked up some articles from the reference list of the early articles. And we
exclude the articles published in 2014, and then we get 29,210 publications. Using these
29,210 records we do some bibliometric analysis.

The numbers of publications per year increase in roughly linearly. It is said that when a
research topic turns to the application science, fewer and fewer publications will be published,
instead, more and more patents will be approved. But in our case, it is the opposite, the
research topic on HER-2 has already been applied in the diagnosis and therapy, the numbers
of the publications on this topic do not decrease at all.
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Table 1. Cumulative numbers of publications, the first and the second order differences.

Year | cumulative the first the
numbers of order second order
publication difference difference

1981 1 1

1982 1 0 -1

1983 1 0 0

1984 3 2 2

1985 6 3 1

1986 12 6 3

1987 29 17 11

1988 68 39 22

1989 133 65 26

1990 261 128 63

1991 467 206 78

1992 763 296 90

1993 1126 363 67

1994 1581 455 92

1995 2046 465 10

1996 2530 484 19

1997 3048 518 34

1998 3624 576 58

1999 4312 688 112

2000 4996 684 -4

2001 5980 984 300

2002 7006 1026 42

2003 8141 1135 109

2004 9414 1273 138

2005 10922 1508 235

2006 12527 1605 97

2007 14196 1669 64

2008 16262 2066 397

2009 18633 2371 305

2010 21040 2407 36

2011 23500 2460 53

2012 26423 2923 463

2013 29210 2787 -136

Methodology: Regression Trend Lines and Detrended Curves of Time Series Data

Table 1 is a time series data. A time series is a sequence of data points, typically consisting of
successive measurements made over a time interval. In informetrics, the time interval can be
defined in different shift (Liu & Rousseau, 2008). Normally we make a scatter diagram to see
whether data change linearly or nonlinearly. Then we make a regression analysis to find the best-
fitting curve to see how the data change over time. We can get a regression equation to explain the
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degree of association or the relationship between the data and time. Based on the equation that fits
past data as well as possible, we can predict values of the variable at points other than the
observation points.

The linear regression is the straight line. The curves of the nonlinear regression curves, depended
on the regression equations, have different shapes. For example, the curve can be exponent curves
if the regression equation is exponent function. The other possible curves can be logarithmic curve,
power curve and multinomial curve. The straight line from the linear regression and the curve
from the nonlinear regression are also called trend lines. Figure 1 show the exponential,
multinomial, power, linear and logarithmic regression curves of data in Table 1.
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Figure 1.The exponential, multinomial, power, linear and logarithmic regression curves of data
in Table 1.

Detrended curve (Shiavi, 1991) is a detrended description of the data. In order to draw a
detrended curve, we find a trend line first and then calculating the difference between the
overserved data and the trend line. It will give us a view on how the data change in terms of
trend line. Peng et al. (1994, 1995) introduce the detrended fluctuation analysis. It is a scaling
analysis method used to estimate long-range temporal correlations form. In other words, if a
sequence of events has a non-random temporal structure with slowly decaying auto-
correlations. It hence can eliminate the trend that self-affinity. By discerning long range
correlation, it can help us understand what dominates the change of the data in the time series.
In this article, instead of calculating the difference between the observed data and the trend
line, we will rotate abscissa to the paralleling line of the regression line and make the line
touching the edge of the scatter diagram. The ordinate will pass through the first observation
point so that all the numbers are positive. We then establish a new coordinate system. We will
see how the data change with respect to the regression line

Results

We can choose different regression trend lines. In this article, we choose the best fitted straight
line. Figure 2 shows the cumulative curve of the numbers of publications on her 2, its regression
line and its minimum with respect to the regression line. We can see that the cumulative curve
of the numbers of the publications on HER-2 is convex. The regression line intersects with the
original data around 1987-1988 and 2007-2008. The minimum with respect to the regression
line is around 1998-1999 (1 is the year 1981, 2 is 1982 and so on).
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Now we know gene HER-2 was identified in 1981 by transfection studies with DNA from
chemically induced rat neurogliobalstomas by Shih, Padhy, Murray and Weinberg (1981). From
1981 to 1987, several groups identified this gene independently (Schechter et al., 1985;
Coussens et al., 1985; Semba, Kamata, Toyoshima, & Yamamoto, 1985; Fukushige et al.,
1985). Slamon, Clark, Wong, Levin, Ullrich, and McGuire (1987) found correlation of relapse
and survival with amplification of the HER-2 oncogene. HER-2 became a significant prognostic
factor. Since then Slamon started to do research on binding to the HER-2 protein and prevents it
from relaying a signal that stimulates the cancer cell to divide (Pioneers, 2007). In 1998,
Herceptin was approved by FDA. Since then a revolutionary treatment started its journey in the
history of human being to conquer the disease, based on the gene analysis, personalized
treatment appear in the horizon that people can see. In 2007, American Society of Clinical
Oncology (ASCO) and The College of American Pathologists (CAP) developed guidelines for
when and how the status of HER-2 should be tested (Wolff et al., 2007). This guidelines were
updated in 2013 (Wolff et al., 2013). Since then the test for the statues of HER-2 and clinical
treatment with Herceptin become a standard test and treatment. However, as Herceptin did not
take effect in some patients, the subpopulation remains to be defined, and side effects including
cardiotoxicity need to be solved (Kumler, Tuxen, & Neilsen, 2014), HER-2 is still a topic that
needs more investigations. We indicate these important events in Figure 2.
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Figure 2. The cumulative curve of the numbers of publications on her 2, its regression line
and its minimum with respect to the regression line.

We know that the minimum is a key point where the first-order derivative changes from
negative to positive. If a curve shows the status of a thing that changes over time, we say it
describes a kind of motion. The motion described by this curve changes from decreasing to
increasing in the minimum point. A motion may have a different appearance as viewed from a
different reference frame. If we choose the actual data as reference frame, to see how the
trend changes, we can see that the discovery of the correlation of relapse and survival with
amplification of her-2 oncogene in 1987 changes the trend reflected with publication data.
This discovery made the amplification of her-2 a significant predictor and prognostic factor.
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The numbers of publications start to increase significantly, the passion on this research topic
is activated. Though with respect to the trend line, the original data curve decreases
monotonically; the curve did not begin to increase until 1998 when Herceptin was approved
by FDA. It is similar to the minimum point in cumulative number of citations curve of Kao
when optical fiber was invented by Corning Glass Works in 1970. The crucial material
problem, optical fiber, which Kao said in his conclusion “appears to be one, which is difficult
but not impossible” was solved. This invention helped Kao realized his dream that no one
believed it at the beginning (Liu & Rousseau, 2012). It is a coincidence that no one believed
that the method Dr. Slamon used would work and the drug he created would be approved by
FDA. On the contrary, everyone thought Dr. Slamon was crazy and he could not even find a
student assistant majoring in science at the beginning (see the movie: Living proof and Bazell,
1998). In 2007, HER-2 test in breast cancer was recommended by ASCO-CAP, HER-2
research entered into another stage. The second order difference decreases after 2008. It
dropped tremendously in 2010 and 2011. But in 2012, it went up tremendously which
probably was caused by the fact that the recommendation guideline was challenged by the
clinic practices and the new progresses. In 2013, ASCO/CAP convened an Update Committee
that included coauthors of the 2007 guideline to conduct a systematic literature review and
update recommendations for optimal HER-2 testing. In 2013, the second order difference
become negative. Does the curve reach the point of inflection? We know the negative second
order difference means the curve change from convex to concave. So far we cannot get to this
conclusion. More observations are needed, at least we need to know how many publications
on HER-2 will be published in 2014 so that we can judge whether it is an innate trend or just
an occasional fluctuation. However, since major debate was settled down, though HER family
oncogene (erbbl erbb2, erbb3, erbb4) need to be dually blocked, and relative subpopulation
needed to be defined and side effects refrain the use of some new developed medicine. For the
moment there is an urgent need for prospective biomarker-driven trials to identify patients for
whom dual targeting is cost effective (Kumler, Tuxen, & Neilsen 2014), we say it is not a
major obstacle. We expect that the year when the breakthrough will make on these obstacles
will appear in the maximum point on the curve drawn by the numbers of the publications on
the HER-2. But it would depend on whether the research topic HER-2 gives rise to the other
research topic.

The predictive, prognostic and therapeutic value of HER-2 are what changes the trend of
research. The discoveries of these values of HER-2 influence the diffusion of the knowledge
on HER-2 in the landscape of human intellectual space.

Selection of Trend Lines and the Different Implications that Detrended Line can Give Us

We can choose exponential, linear, logarithmic or power function as the trend lines to see
what the data can tell us. Intuitively these trend lines are totally different, we hence imagine
that the different trend lines can tell us totally different stories. But Figure 1 tells us the points
that the different trend lines cross the data are slightly different, all around 2005-2008 even if
the exponential trend is a much faster trend than the linear one. However, it is difficult to
establish a new coordinate system to see clearly what the data tells us. Since the exponential
curve is a straight line in semi-logarithmic system, we draw a scatter diagram in semi-
logarithmic system (Figure 3). The data curve is concave upwards with respect to the
exponential trend line. We can see the extremum with respect to the exponential trend line is
around 1994, a little bit earlier than the time when the Herceptin was approved. However, it is
in 1994 that Prof. Slamon finished phase 3 trial and was waiting for the decision of FDA. The
first point that the trend line crossed the data is the same, but the second point is a little bit
earlier. But the 2007 guideline was accepted for publication in September 27, 2006. The
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expert panel was convened in 2005 and started to work on the guideline. It seems as if the
shift of time is still in the acceptable region.
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Figure 3. Cumulative publication data curve and its exponential trend line in the semi-
logarithmic framework.

Publication and Citation Diffusion Process

Liu (2011) and Liu and Rousseau (2012, 2013, 2014) explore the determining factors that
influence the citation process, and link the citation to the cognitive process of a scientific
phenomenon under investigation. Through these articles, we illustrated the interaction of
different perspectives on the phenomenon under investigation and how it is that the new ideas
are accepted by academia determine the citation diffusion process.

In this investigation, we show that publication data curve with respect to the trend line can
reflect how the important scientific events such as scientific discoveries and the release of
government regulations in the clinical practice can change the trends of the publication
process. Obviously, the primary knowledge creation process influences not only the citation
process but also publication process. The change of research trends can show themselves in
the publication data curve with respect to the trend line.

Liu and Rousseau (2010) studied two forms of diffusion, namely diffusion by publication and
by citation. They tried to illustrate that publication diffusion is dominated by the internal
diffusion mechanism that originates from the fact that a group of scientists expands their own
(field) border. The citation diffusion is dominated by the external diffusion mechanism that
the publication of the group of scientists, published in more and more fields, have potential to
be applied in the other fields. Obviously, the publication diffusion process and citation
diffusion process are interlinked with each other in that publication diffusion process
determines the citation diffusion process.

As a matter of fact, publication process is entangled with citation process. Figure 4 shows
how these two processes are entangled. Once the scientist(s) are interested in the scientific
phenomenon, on the one hand they observe this phenomenon and get some preliminary
impressions, and from these impressions they formulate some scientific ideas. On the other
hand, they read the literature, which discusses this phenomenon and the perspectives to
interact with the ideas that they formed by their observations to help them to get new insight
into the phenomenon, and they then begin to make a thorough investigation. From these
investigations scientists get new perspectives on the phenomenon. They articulate the new
perspectives into a publication. When they write the manuscript they cite the old perspectives
in the literature (perhaps they also read the other literatures for new evidence to convince the
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readers). Publication and citation are thus born. In this process, scientific phenomenon is more
and more clearly cognized.
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Figure 4. Entangled publication and citation diffusion process.

We can see from Figure 4 that the citation and publication processes are dynamic movement
processes driven by the cognitive process of a phenomenon under investigation. The cognitive
process is constituted (was led) by a series of scientific events. In this sense we may say that
scientific events act as an engine to drive the evolution of science. Some events can lead the
cognitive process to another direction. For example, the research in the publication Slamon,
Clark, Wong, Levin, Ullrich and McGuire (1987) led HER-2 research from basic research to
applied research. This event will change the research trend. Some events have no significant
influence on the research trend.

Every scientific event could be represented by some publications on this event. In this sense,
the scientific events drive the publication process, this process then drives the citation
process. Scientific ideas that the publications convey are then diffused into the human
intellectual landscape. So publication diffusion process may give us a deeper insight into the
scientific events. The relationships between different publications are not as clear as that in
citations, though through co-authorship or co-keywords we can establish different networks.
But co-authorship or co-keywords did not reveal how the idea in one publication is diffused
into the other publication. We cannot trace how the ideas in different publications interact
with each other. Probably the mechanism of publication diffusion process needs to be
explained via the citation diffusion process communicating different perspectives of the
phenomenon under investigation. Therefore, citation and publication have a potential to
reveal the cognitive process of the phenomenon under investigation.

However, we must understand how a scientific idea is diffused in the abstract intellectual
landscape. This is the academic movement. In order to describe the academic movement we
need to know where an idea comes from, where it will go, how fast the diffusion process is,
how long is the distance from its start point to its destination. However, we face a lot
challenges. First of all, we must mark the landscape with these scientific events. We have the
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classification system such as the Library of Congress Classification System, Chinese
Classification System, the WOS subject areas and the ESI fields. However, these systems
alone cannot mark the scientific event. Because of the inaccuracy of this system, this kind of
research does not give us more sense about the cognitive process of a research topic. Trochim
and his colleagues (2011) proposed to identify “markers” in the translation process. They then
assess the time that it takes for outputs to move across markers (Molas-Gallart, Este, Llopis &
Rafols, 2014). Maybe this kind of mark system that embedded in a concrete scientific
investigation will give us more information about the cognitive process of a scientific
research.

Secondly, the distance in the human intellectual landscape may change over time and the
destinations for the diffusion process are uncertain. These will make it very difficult to
describe the scientific cognitive process via publication and citation diffusion process. These
research questions deserve our effort. We would understand the scientific process more
accurately if we could describe publication and citation diffusion processes more precisely.
We can even anticipate what drives the evolution of science.

Conclusion

With the numbers of the publications on HER-2, we drew the accumulative curve of the
publication data. We discuss the characteristics of the accumulative publication curve with
respect to its trend lines and how its characteristics change in different trends. We find out the
intersect points through regression line and the publication curve. These points are around the
time when significant discoveries and regulations are made. These significant discoveries and
regulations dominate how and where the research should go and how the basic discoveries
influence their application. The accumulative publication curve itself tells us very little about
how the science is evolving, but the change of the accumulative publication curve with
respect to the trend lines may tell us more about the science. The content in the publication
that has significant scientific value may change the direction and trend of research, hence
change the publication trend reversely. We may say that important scientific discoveries and
government regulations on clinical practice act as tipping points or act as drivers of change in
the rates of scientific publications on the topic of HER-2. This makes us go further to explore
how scientific events drive the publication process.
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Abstract

Building on the concepts of the reward system of science and social capital, Blaise Cronin brought forth the idea
that rewards in science are threefold, forming a triangle built from authorship, citations, and acknowledgements.
Of these, acknowledgments are the hardest to grasp and evaluate. After nearly 45 years of multidisciplinary
research on acknowledgments and a corpus of over 80 scientific contributions, there is still no consensus on the
value of acknowledgments in scholarly communication. This study aims to further acknowledgments research
with a meta-synthesis of the literature, establishing the theoretical framework for the use of acknowledgments as
bibliometric indicators. Based on in-progress content analyses, broad categories emerge revealing contextual
information crucial to the understanding of acknowledgments. Applying our framework on data from the Web of
Science, further phases of this study will provide large-scale findings based on a multidisciplinary sample. From
there, it will be possible to envision recommendations for the standardization and use of acknowledgments as
indicators. However, grounding the study of acknowledgments in their underlying theoretical considerations and
conceptual foundations will ensure these recommendations respect the diverse traditions of the scientific field.

Conference Topic
Theory

Introduction and background

It is a broadly recognized fact that the scientific field has a very “high degree of codification”,
to borrow the Bourdieusian phrase (Bourdieu, 1996, p. 226). How and when one is admitted
into the academic community, how a researcher acquires credibility within the scientific
realm, and what contributions turn a researcher into a renowned scholar are endlessly
evaluated, measured, and scrutinized. This high degree of codification helps to both foster and
assuage the paradox that underlies the use of empirical measures to define what remains an
intrinsically nuanced and contextualized concept: scientific “success”.

Merton (1973) presented the sociology of science with the reward system of science, its
recognition paradigm, and the nepotistic undertones of the Matthew effect; Bourdieu reframed
the concept of recognition to befit the concept of symbolic capital. Blaise Cronin brought
forth the idea that these rewards are threefold, forming a triangle built from authorship,
citations, and acknowledgements (Cronin, 1995; Cronin, 2005; Cronin & Weaver-Wozniak,
1993). These are all part of the i//usio, which encompasses the stakes of the academic “game”,
its rules, and the very fact that its rewards are worth pursuing (Bourdieu, 1988, p. 56).

Of these rewards, acknowledgments are the hardest to grasp and evaluate; reasons range from
lack of standardization to name-dropping and ambiguous wording (Cronin, 1995; Cronin,
2014), as well as the placement of acknowledgments, which can vary from in-text mentions to
paratextual elements situated outside the body of the text (Genette, 1997). Researchers have
also called for stricter policies to inform the use of acknowledgments, prescribe their form,
offer conditions for inclusion, or establish their ethical ramifications (Brown, 2009; Chubin,
1975; Pontille, 2001). For example, while Cronin’s research (Cronin, 1995) showed that in
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most researchers’ view, obtaining permission to thank is unnecessary, certain current editorial
policies (e.g., PLOS ONE, 2015) require any acknowledging party to obtain the
acknowledged party’s permission. Extricating one aspect of acknowledgments is also not
always straightforward. The “Funding Text” (FT) field of the Web of Science (WoS)
database, indexed since 2008, is a telling example, since it often contains all things and people
acknowledged, not just the agencies or institutions that provided funds to the project. That
being said, the FT field of the WoS has opened new avenues for this research by making
massive datasets available.

However, the literature heeds one important and overarching warning: after nearly 45 years of
multidisciplinary study and a corpus of over 80 scientific contributions, there is still no
consensus on the value of acknowledgments, no potential for meta-analysis within this
corpus, and, despite common questions, no shared framework for further analysis, nor any
clear recommendations for standardization. Given this situation, this study aims to further
acknowledgments research with potential contributions to scientific policy guidelines
(editorial and institutional) and research assessment (individual and disciplinary) in the
scientometrics field, which has shown ongoing interest for acknowledgments as a potential
indicator (Cronin & Weaver-Wozniak, 1992; Cronin, 2005; Diaz-Faes & Bordons, 2014).

In order to gain an understanding of where acknowledgments research had emanated from
and where it is currently situated in the scientific ecology, an initial overview of the literature
on acknowledgments was conducted, leading to the retrieval and document-level analysis of
115 scientific publications, which became the subject of a chapter submitted for inclusion in a
book on theories in informetrics (Desrochers, Paul-Hus, & Lariviére, in press).

This phase of the research established that the reward triangle can and should be studied, not
only for its three constituting factors, but also for the relationships between them. It showed
that the meeting point of citation and authorship is the apex of the reward triangle.
Acknowledgements, however, are foundational in that they reveal the inner workings of the
scientific i/lusio (Bourdieu, 1988) that support this apex and that have, historically, supported
key conceptual frameworks: the “invisible college” (Crane, 1972), “trusted assessors,”
encountered before and during the peer review process (Mullins & Mullins, 1973), and the
categorization of authors vs. acknowledged contributors (Patel, 1973).

Methodology

Following this initial review, it became clear that a meta-analysis of acknowledgments
research would not be possible; however, the range of complex and varied approaches could
form the basis for a meta-synthesis (Rousseau, Manning & Denyer, 2008) of the literature.
This will: extract knowledge on the perceptions of acknowledgements across a variety of
disciplines (e.g., Information Science, History, Astronomy, Literature, and Psychology);
provide scientometricians with information pertaining to the nuances and contexts of research
creation in various disciplines; and yield the conceptual framework necessary to undertake
acknowledgements research on a larger scale using multidisciplinary datasets. The following
research questions were thus devised:
1. What does “acknowledgment research” look like?

a. Throughout history? (1970-present)

b. What were its founding concepts and considerations?

c. How are acknowledgments perceived and positioned in the acknowledgments

literature itself?

2. Who is concerned with acknowledgment research?

a. Scientists from what fields conduct acknowledgment research?
3. What aspects of acknowledgments are studied in acknowledgment research?
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Using approaches based in the Social and Health Sciences (Rousseau et al., 2008; Dixon-
Woods et al., 2005; Mays, Pope & Popay, 2005) and recommendations specific to the use of
evidence-based literature in Information Science (Urquhart, 2010), a protocol for meta-
synthesis was established using the PRISMA model for systematic literature reviews (Moher
et al., 2009). The most recent searches place the corpus at 80 relevant documents. This paper
presents preliminary findings and initial theoretical considerations.

Preliminary Findings and Discussion - Foundations for a theoretical framework

Based on in-progress content analyses, broad categories are emerging; they reveal contextual
information crucial to the understanding of acknowledgments as potential bibliometric
indicators.

Paratextual Status: Acknowledgements can be elusive, especially in structure-driven datasets.
Standardized locations, conventions, separate paragraphs, in-text allusions, database fields
defined as pertaining to one aspect but including others are all intrinsic to understanding their
value.

Disciplinary Contexts: The literature stems from various disciplines, yielding a broad range of
methods and reporting styles. It also approaches the topic from various angles: a discipline
(e.g., Cronin, 2001), a culture or a group (e.g., Woolf, 1975), a linguistic community (e.g., Al-
Ali, 2010), a specific journal or set of journals (e.g., Rattan, 2013), dissertations (e.g.,
Gesuato, 2004), or direct enquiry (e.g., Heffner, 1979), quantitative (e.g., Costas & van
Leeuwen, 2012) or qualitative (e.g., Bashtomi, 2008). These differences do provide a
spectrum of perspectives that need to be part of any standardization process of these scholarly
rewards into contextualized indicators.

The Thankers and the Thanked: At its core, acknowledgments research is based on the basic
questions of who or what gets thanked by whom and for what. From the expression of
gratitude towards spouses to the mention of support from grant agencies, scientific
acknowledgments reflect the same diversity as acknowledgments from other types of writers,
such as literary writers (Desrochers & Pecoskie, 2014) and can be seen as a “‘ledger’ where
debts are acknowledged” (Weber & Thomer, 2014, p. 84). Inconsistencies abound: people are
thanked without specification of tasks, tasks are listed without names; financial capital is
embedded with social capital and with messages of a highly personal nature (Coates, 1999).
Cloak and Dagger Reveals: The previous two categories show that scientific
acknowledgments are sometimes as much a puzzle as they are clear; this in itself is
information. Indeed, the last decades have shown interest in the fact that acknowledgments
can expose the invisible college and pre-publication readers, including unknown reviewers,
thereby setting boundaries between groups who know their identities and those who do not.
This is obviously problematic in terms of using acknowledgments as indicators; yet
abolishing this practice would mean revoking a practice that pays homage to the peer review
process as it currently exists.

Language and Ethics: The acknowledgments genre has been studied in Linguistics and
alluded to in other disciplines, including Information Science (Cronin, McKenzie & Stiffler,
1992). “How” entities are thanked is closely linked to prescribed funding-based requirements,
cultural and disciplinary practices, and editorial guidelines, the latter being related to the
ethics of thanks: securing permission to thank someone, paying ‘lip service’ to key players,
and name-dropping (Cronin, 1995; Hollander, 2002)—angles reminiscent of the Matthew
effect.

Value and Perception: Finally, acknowledgments research has the ingrained quality, seen
elsewhere in science but perhaps rarely to this extent, to turn on itself. Numerous papers
oscillate between two positions: perceiving acknowledgments as suitable for study and as
potential indicators, true to the Merton-Bourdieu-Cronin theoretical continuum; and
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criticizing them as problem-laden, lacking standardization, and fickle. Context and processes
have come under scrutiny in the use of other indicators in research assessment; yet
acknowledgment studies have a particular penchant for self-deprecation while relying on what
is now four decades of research to insist upon the fact that there is something to this paratext.

Conclusion and Upcoming Phases

Quantitative content analysis will help weigh these concerns throughout the history of
acknowledgments research. Qualitative analysis will help nuance these findings through
context, history, and disciplinary boundaries. Together, these analyses will provide a meta-
synthesis of the existing literature, from which the conceptual framework outlined here will
be refined for use in further studies. The goal is to use this framework on data from the WoS
and to provide large-scale findings based on a multidisciplinary sample. From there, it will be
possible to envision recommendations for the standardization and use of acknowledgments as
indicators.

However, since the literature provides many important warning signs, heeding them and
grounding the study of acknowledgments in their underlying conceptual foundations will
ensure these guidelines respect the multiple traditions of the scientific field and work within
the boundaries of the evolving high stakes of codification. Furthermore, they will help take
into account the fact that acknowledgments have long had a special standing in academia as
the place where the homo academicus (Bourdieu, 1988) can make the invisible visible, but
also vice-versa. This, in itself, is a stake of the illusio that deserves to be better understood.
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Introduction

Is there any regularity in scientists’ research
activities? For example, does there exist a period
when a scientist makes his most contributions? If so,
which period is the most productive period? To
answer the questions above, many scholars have
been contributed their efforts on studying the
relationships between productivity and age, such as:
(1) age distribution of scientists’ creativity or
productivity (Liming et al,, 1996; Bonacarsi &
Daraio, 2003; Jones 2010); (2) the relationship
between the longevity and scientist’s outputs (Levin
& Stephan, 1991; Jonesa & Weinberg 2011;
Todorovsky, 2014); (3) the effects of age on
researcher’s productivity (Bonacarsi & Daraio
Costas & van Leeuwen, 2010). However, the
previous research still leave some gaps need to be
filled. One of them is what about the age
distribution of an individual researcher’s
achievements in his research career. Our research
efforts in this paper would contribute to this topic.
Particularly, the object of our study is
Academicians of the Chinese Academy of Science.
And we explore the age distribution of publication
by these academicians.

Data and Method

The website of Academic Divisions of the Chinese
Academy of Sciences provides academicians’ brief
introduction and research experience, which
including their birth day and affiliated institutions.
We choose total 139 Academicians in field of
Mathematics & Physics, and total 85 Academicians
in field of Information Technical Science as our
research data. Mathematics & Physics is an ancient
and classical subject, and Information Technical
Science is a rapid development subject. In order to
analyze the age distribution of these academicians’
publication, the academician’s name and affiliation
were used as joined retrieval terms to get their
publications both in China National Knowledge
Infrastructure (CNKI) and web of science (SCI)
database. CNKI is the largest authoritative digital
publishing platform and knowledge services
platform in China. To get their whole publication
output, the repetitive or mistaken publication data
of these academicians were deleted.

The average age of 224 academicians is 74 years
old, and all of these academicians are now alive
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until the retrieval day (11/2014). The number of the
scientists’ publications was selected as the scientific
productivity indicator, but the co-author situation
was equally considered. This paper considers age
distribution of scientists’ publication from the
scientists’ physiological age view.

Age distribution of academicians’ publication

Firstly, we count the number of every individual
academician’s  publication according to his
physiological age. After that we sum the number of
publication up according to the same physiological
age of all academicians in the same field. So we can
get the physiological age distribution of publication
of total scientists in one field. We named papers
indexed in SCI/CNKI as “SCI/CNKI” paper for
short.

Age distribution of academicians’ publication in
Mathematics & Physics

The publication age distribution curve of CNKI
paper and SCI paper of academicians in
Mathematics & Physics are shown in Figure 1(a).
The publication age distribution curve of total paper
(sum of number of CNKI paper and SCI paper) is
presented in Figure 1(b). Just as shown from the
folder part of the two publication age distribution
curves in Figure 1(a), we can see the period
between the age of 50 and 65 is the same
publication peak period of CNKI paper and SCI
paper. Scientists published 61% of their total
publications between the age of 50 and 71, the
highest peak point is at the age of 68.

Age distribution of academicians’ publication in
Information Technical Sciences

The publication age distribution curve of CNKI
paper and SCI paper of academicians in
Information Technical Sciences are presented in
Figure 2(a). The age period from 60 to 70 is the
same publication peak period of CNKI paper and
SCI paper. As Figure 2(b) is shown, scientists
published 51% of their total publications between
the age of 62 and 76, and the highest peak point is
at the age of 67. In detail, there is a smaller
publication peak period between the age of 45 to 51
before the higher one.



Significant  differences test of academicians’
productivity before and after tenure

Paired-Samples T Test was used to test if the
scientists’ productivity would be different before
and after tenure. We sum up the number of
publications for five years of every individual
academician before and after tenure. Before testing,
we assume that there is no significant difference of
academicians’ productivity before and after tenure,
then we use the Paired-Samples T test to test the
hypothesis. According to the analysis results, the
assumption is rejected, which means that the
number of publication is obviously different before
and after tenure. After tenure, academicians are
more productive than before in overall.
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Figure 1. Publication age distribution of
academicians in Mathematics & Physics.

Discussion and conclusion

The final results show that age distributions of
academicians’ publication have some regular
features. The entire publication age curve of
Mathematics & Physics shows a single peak
distribution. The publication peak period is between
the age of 50 and 71. However, publication peak
period of academicians in Information Technical
Sciences 1is between the age of 62 and 76.
Moreover, it is different from Mathematics&
Physics, which has a small publication peak period
between 45 and 51 in publication age curve of
Information Technical Sciences’ academicians.
Additionally, our results also reveal that there is
significant difference of the scientists’ productivity
before and after tenure. The publication age
distribution law on academicians of the Chinese
Academy of Science brings us  useful
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enlightenment. We should pay more attention to
middle-aged scientists to improve their research
input-output ratio.
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Introduction

The concept of the core of documents had
originally been introduced in connection of co-
citation analysis (Small 1973). The term core
documents has later been re-introduced in the
context of bibliographic coupling (BC; see Glanzel
& Czerwon, 1996) and hybrid BC and text based
similarities (Glidnzel & Thijs, 2011) in order to
identify strongly interlinked papers that form
important nodes in the network of scholarly
communication. In order to study stability and
dynamics of core-document sets we apply two
different methods to h-index related literature in the
period 2005-2013 for illustration.

Data Sources and Processing

Data were retrieved from Thomson Reuters Web of
Science Core Collection (WoS) following the
strategy of Zhang et al. (2011), with extension of
the period 2005-2013. We also added citing papers
but removed duplicates and papers with less than 5
references to avoid biases in BC similarities. We
obtained a final set of 3,270 documents. Figure 1
shows the annual increment of papers in this set.

Research Questions, Methods and Results

In this study we apply two different methods to
determine core documents, (Method I) the
traditional one according to Glianzel & Czerwon
(1996) with a fixed number of links (n =15) and
Method II using the h-core of the network (Glinzel,
2012). In both cases we applied a hybrid approach.
We used link strengths of 0.5 and 0.4 according to
Salton’s cosine measure. Using these parameters,
we analysed the dynamics of core documents along
the following questions.
— How is evolution of core documents reflected
by the two methods?
— Do the two methods provide stable results?
— Do core documents adequately represent the
evolution of the topic?
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Figure 1. Distribution of h-related publications during
2005-2013.

Core document are by definition strongly
interlinked with a large number of other documents
in the set under study and thus represent the very
core of the set. As expected, their number increases
with expanding time spans, the average annual
growth rate of the cumulative set amounted to 46%
(Method I) and 25% (Method II), respectively. Not
only the number of nodes in the network but also
the number of their links is growing, however at a
different pace. Indeed, we found that the complete
h-related set increased at a large constant pace of
11% while the growth of the core sets was faster
(see above), but its growth slowed down. This
might in part be a consequence of the increasing
age of references. In 2013 the core reached a
representation of 2.0% and 2.4%, respectively. This
characterizes the evolution of the core set with
respect to the topic dynamics. The second question
that arises from these figures is in how far do both
methods mirror the same “core” of literature. In
order to check the robustness of these methods, we
compared the overlap of the sets of core documents
obtained from the two methods. To this end we
used BC with fixed number of links as reference
standard. Concordance with Method 1 ranged
between 83.8% and 95.2% with increasing trend
from 2005-2007 to 2005-2013 and using Method II
the shares ranged between 96.8% and 80.7%,
however with decreasing trend.



In order to answer the third question, we analysed
the core sets obtained from the two methods on the
basis of authors and topics of the individual papers.
The evolution of the core-document sets according
to Method II is shown at three different stages in
Figure 2 using Pajek with Kamada—Kawai layout
(Batagelj & Mrvar 2003).
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Figure 2. The evolution of the core-documents set (II).

Core nodes in Figure 2 are based on BC but hybrid
similarities are used to measure the links between
the nodes. This can be done because of the strong
concordance between the sets obtained from the
two methods. The links between core nodes in
Figure 2 are denser and stronger than in the BC
approach, which is due to the inclusion of textural
information. The interpretation of Figure 2 is not
straightforward, but the structural changes of the
networks during different periods presented here
are quite clear and noteworthy. The network in the
first sub-period (2005-2007) comprises above all
theoretical publications. The network of 2008-2010
already reflects a different picture. While most
theoretical papers are still located in the centre of
the network, also ‘applied studies’ started to appear
in the core-documents set. These are distributed at
the periphery of the network, which indicates that
the topic starts to expand from pure theory to more

898

application. The network of the last sub-period
(2011-2013) reflects the clearest structure, where
we could distinguish several sub-networks. As the
most stable contributor, Egghe’s six papers are
found in one strongly interlinked sub-network, with
the most theoretical roots. Unlike the network in
2008-2010, where some ‘applied studies’ were still
scattered at the periphery of the network, we found
more distinct sub-networks on ‘applied’ research in
the network in 2011-2013. In this sense, core
documents appear to follow the trend of the topic
that is moving away from ‘hard-core’ informetrics
towards research evaluation at different levels of
aggregation and for various purposes.

Discussion and Conclusions

In the present study we focussed on ‘core
documents’ with their evolution in publication
networks using the example of a specific but
nonetheless heterogeneous paper set. The two
applied methods proved robust and representative.
Their coverage amounted to about 2% of the topic
literature, which is in line with the expectations (cf.
Glanzel, 2012) but their links lead to related
documents that represent a much broader coverage
of the topic h-related literature.

The evolution of the core-document network
represents the general tendency of shifts in topic,
authors and application in an adequate manner. This
gives also evidence that Hirsch-type indices have
become a tool that is used also outside the
informetric community.
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Abstract

Using a dataset of 26,228 Psychology document surrogates from Elsevier databases, we compare author
relatedness measure outcomes for 125 authors based on topic modelling to more traditional approaches that rely
on direct citation, co-citation and collaboration. Outcomes for the author topical similarity measure are compared
to existing co-authorships in the dataset using UCINET/NetDraw. We demonstrate how author topical similarity
outcomes provide a similar, but more complete, picture of author relationships than the co-authorship network.
Nonparametric correlation analysis results of author topical similarity, co-authorship, citation, and co-citation
were also compared for thirty author pairs of differing author topical similarity values. There is a significant
correlation between author topical similarity and co-authorship and direct citation-based measures for high
similarity author pairs, but not with co-citation measures. The author topical similarity measure, therefore, may
serve as a reasonable predictor of collaboration or direct citation for authors with high topical similarity. The
measure may also identify potential collaborators based on high author pair similarity values, where there is a
lack of existing collaboration, and serve as a complement to author relatedness based on co-citation analysis.

Conference Topic
Methods and techniques

Introduction

Understanding the relationships between authors is of great interest to researchers in scholarly
communication and informetrics. Author relatedness can be revealing of the membership of
research communities and potentially hidden similarities among authors that may not be
readily apparent. The relatedness of authors is a multi-faceted concept that can be determined
from different data sources, which include direct author citations, author co-citations (White
& McCain, 1998), author bibliographic coupling (Zhao & Strotmann, 2014), author topical
similarities (Lu & Wolfram, 2012), author collaborations (Glidnzel & Schubert, 2005), and
other derived measures (Jacobs & Wolfram, 2014; Jeong, Song, & Ding, 2014). These
measures can be discursively categorized into three groups: citation-based (author citation or
co-citation), content-based (author topical similarities), and collaboration-based measures (co-
authorship). Among developed measures, citation-based measures, especially based on author
co-citation analysis, are most influential and well-studied in the literature. The emergence of
topic modelling techniques (Rosen-Zvi et al., 2010) has reheated the interest in content-based
measures. Co-authorship has been widely used to understand scientific collaborations and
reveal research communities. It is well understood that these measures focus on different
aspects of author relationships and reveal different types of relatedness. However, the inter-
relationships among the different measures have been rarely researched. Are authors with
higher topical similarities more likely to collaborate with each other? Do they tend to cite
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each other more often? Are they more likely to be co-cited by others? These questions are not
adequately addressed in the literature. The purpose of this study is to examine the inter-
relationships among several measures of author relationships, including citation-based
measures, content-based measures, and collaboration-based measures. More specifically, the
research aims to address the following questions:
1) Does author relatedness assessed by author topical similarity reveal similar
relationships as a more traditional assessment approach based on co-authorship?
2) What is the relationship between author citation, author co-citation, author
collaboration and author topical similarity?
3) Can author topical similarity be used as a predictor for other relatedness measures such
as author collaboration, author direct citation or author co-citation?
Author topic modelling (Rosen-Zvi et al., 2010) will be used to determine author topical
similarity using bibliographic records for the field of Psychology. Understanding the inter-
relationships among the different author relatedness measures contributes to the better use of
them in revealing scientific structures.

Literature Review

The present study builds on existing research examining author similarity comparison by
employing topic modelling techniques and comparing outcomes to citation and co-citation-
based measures.

Measuring the relatedness between scientific entities (e.g. articles, authors, and journals) has
been studied for years. Typically, most similarity measures between units are based on
quantifiable assessments arising from citation practices that link authors or through direct
collaboration or other co-occurrence similarities (Borner, Chen, & Boyack, 2003). To date,
the relatedness or similarity between authors has been investigated mainly through five
perspectives: direct citation, bibliographic coupling analysis, co-citation analysis, co-
authorship analysis, and co-word analysis. Direct citation relationships are built on citation
behaviour when one author cites others’ work (Boyack & Klavans, 2010). Bibliographic
coupling relationships are measured by counting the same references two authors share in
their publications and have been studied recently by Zhao and Strotmann (2008, 2014).
Moreover, the most widely studied approach, co-citation analysis, assesses the association
between two authors by the frequencies they were co-cited by others (White & McCain,
1998). A co-authorship relationship results from a direct collaboration (Gldnzel & Schubert,
2005). Each of these methods relies on an explicit connection arising from citation or
collaboration. Without these connections, no relationship can be identified. Implicit
relationships can be revealed by comparing the content of documents authors have published.
Until recently, this has taken the form of co-word analysis, where words or index terms from
documents are used to determine how closely related entities of interest are (e.g., Law &
Whittaker, 1992).

Although previous studies have used content-based methods to approach the relationships
between authors, documents and disciplinary areas, topic-based methods have rarely been
applied to date to capture the relationships between authors (Lu & Wolfram, 2012). Topic
modelling seeks to automatically reveal the latent topics from a set of documents through
machine learning. Hofmann (1999) first proposed a generative data model—called the
Probabilistic Latent Semantic Indexing (PLSI)—that represented each document as a
probability distribution over a set of topics. While Hofmann’s work provided some
advantages for document indexing, it may lead to serious problems of overfitting (Blei, Ng, &
Jordan, 2003). To overcome the limitations of PLSI, Blei, Ng, and Jordan (2003) presented a
three-level hierarchical Bayesian model, which is known as Latent Dirichlet Allocation
(LDA). In the LDA model, each document is modelled as a finite mixture over an underlying
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set of topics, where each topic is modelled as a mixture over an underlying set of terms (Blei
et al., 2003). Follow-up efforts to extend content-level LDA modelling have been investigated
using different approaches, such as the Author-Conference-Topic (ACT) model (Tang et al.,
2008), correlated topic model (CTM) (Blei & Lafferty, 2006), interactive topic modelling
(Hu, Boyd-Graber, Satinoff, & Smith, 2014), and supervised Latent Dirichlet Allocation
(sLDA) (Mcauliffe & Blei, 2008). Most topic modelling studies explored the relationships
between documents and topics. However, few studies have employed topic modelling
methods to conduct author similarity comparison. The present study explores how topic
modelling-based author relatedness assessment may complement existing methods based on
citation and collaboration-based measures.

Method

Data collection

Elsevier, Inc. has provided a dataset consisting of selected data for 56,620 bibliographic
records from 118 Elsevier Arts & Humanities journals. Initially, the authors explored the use
of all the data, representing many disciplines within the humanities and social sciences.
Outcomes using the author topic modelling approach outlined below resulted in inclusive
topical assignments, likely due to the broad vocabulary represented that resulted in topical
assignments that combined terms from different disciplines. The subset of the data assigned
with Scopus subject classification code 3200, corresponding to “Psychology (all)”, was used
in this study. The Psychology subset represented the most frequent field appearing in the
dataset.

The Psychology subset includes bibliographic records of 26,228 publications written by
63,695 different authors. The authors were identified using the author id field included with
the data. An Author-Topic LDA model (Rosen-Zvi et al., 2010) was trained on the title and
abstract fields of the psychology subset. The number of topics (k) was set to 100 for
exploratory purposes. Other parameters of the model were set as follows: alpha equals 0.5
(50/k), beta equals 0.01 and the number of iterations is 1000. All terms were normalized to
lower case before processing. A standard list of English stop words were removed and Porter
stemming was applied when processing the text. The descriptive statistics of the psychology
subset are provided in Table 1. The document length is measured by the number of word
tokens in the title and abstract after removing stop words (i.e. common words that were
excluded). During the process, we found some authors were listed multiple times in an article
because of their multiple affiliations. This was counted as one occurrence in the study.

Table 1. Descriptive statistics of the psychology subset (title and abstract fields).

Measure Frequency/Value

# of documents 26,228
# of unique authors 63,695
Avg. document length 176.98
Title terms 349,410
Abstract terms 4,292,509

Author topical similarity measure

The author topical similarity measure is adopted from the topic-based author relatedness
measure proposed by Lu and Wolfram (2012). The measure uses the cosine similarity
between Author-Topic vectors from the training results of the Author-Topic modelling as the
topical similarity between authors. Given the topic features of the Author-Topic modelling,
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the author topical similarity measure is able to identify topical similarity even when the terms
do not match. As is the case in any other probabilistic model, the Author-Topic modelling
does not work well for authors with a limited number of publications. To ensure the quality of
the topical similarity measure, we focused on authors with at least 10 publications in the
Psychology subset. Higher cutoff values for the number of papers resulted in smaller numbers
of authors for comparison. The cutoff of 10 papers resulted in 125 authors and 7750 author
pairs. Table 2 provides descriptive statistics of the author topical similarities between the 125
prolific authors in the psychology subset.

Table 2. Descriptive statistics of the author topical similarity values
(author publication count > 10).

Measure Value

# of author pairs 7,750
Mean 0.108
Standard deviation 0.166
Minimum 0.003
Maximum 0.997
Median 0.049

The similarity measures for the 7,750 author pairs were mapped using UCINET 6.0/NetDraw 2.1
network analysis software (https://sites.google.com/site/ucinetsoftware/home; Borgatti, Everett,
& Freeman, 2002) and compared to a co-authorship map for the same authors using the data
from the Elsevier Psychology dataset. The software allows the strength of ties between nodes to
be represented by line thickness. Because each author topical similarity pair had essentially a non-
zero similarity, the mapping of all possible author pairs resulted in an incomprehensible map
filled with edges. Another advantageous feature of the software is that the display of edges may
be controlled using a cutoff value. To allow the stronger relationships to be represented on the
map, a similarity cutoff value of 0.5 was selected. The use of a cutoff value did not remove any
data in the similarity calculation. It affected only the display of edges between author pairs by
removing the edges for author similarity values below the cutoff value. Other cutoff values could
have also been selected based on the strength of similarity sought. The 0.5 cutoff value resulted in
10 of the 125 authors not being included in the generated map. A co-authorship map of the
Psychology authors was also generated from the Elsevier data and served as a comparison for
similarity using a more commonly used measure of author similarity. There were far fewer co-
authorship pairs generated from the dataset resulting in a much larger number of authors being
excluded from the map because there were no collaborations present in the dataset to be
represented in the map. Also, because the 0.5 cutoff value excluded 10 of the 125 authors, the
same 115 authors were included in the co-authorship map. The map for the author topical
similarity pairings and co-authorship relationships were compared visually for common groupings
and differences.

Sampling and other data collection

To explore how the author topical similarity measure compares to other measures of similarity, a
stratified random sample of 30 author pairs that spans the full range of author similarity measures
was compared. Three pairs of authors were selected from each 0.1 similarity level stratum. The
author topical similarity measure for each of these author pairs was compared to more commonly
used similarity assessment measures including co-authorship, co-citation and mutual citations by
the author pairs. The Elsevier dataset did not provide citation data and the authors did not have
access to Elsevier Scopus. Citations between each author and co-citations were collected
manually using Thomson Reuters Web of Science (WoS). Co-authorship data from WoS was also
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incorporated because it included possible additional co-authored publications beyond those
included in the Elsevier dataset. Nonparametric correlation outcomes were calculated for each
measure due to the skewed distribution of the data.

Results

A histogram of the distribution of calculated author topical similarity values appears in Figure 1.
Note that a logarithmic scale is used due to the large number of low similarity values.
Approximately 25.7% of the similarity values exceed 0.1, and only 4.4% are above 0.5, indicating
that high similarity measures may provide good discriminative capacity in distinguishing between
author pairs with high and low levels of relatedness.
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Oto< 0.1to< 0.2to< 0.3to< 0.4to< 0.5to< 0.6to< 0.7to< 0.8to< 0.9to<=
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Similarity Value

Figure 1. Histogram of calculated author topical similarity values

The UCINET map of the author topical similarity pairings with a 0.5 cutoff value appears in
Figure 2. The node sizes and colours highlight comparable numbers of edges where the author
similarity values are greater than 0.5. One can see that distinctive clusters of author groups are
formed, with two relatively large clusters, a third mid-sized cluster and three smaller clusters
with several authors. The large cluster on the right side of the map reveals an author, “Leino-
Kilpi H.”, who topically serves as a bridge between two parts of the cluster. The topical
connection of this author to others in the cluster is missing in the co-authorship maps below
due to a lack of collaboration evident in the dataset. The largest node with the greatest number
of edges, “Keser H.” near the centre of the large cluster to the left, indicates a high level of
similarity with a large number of surrounding authors, which is also reflected in Figure 4
below.
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Figure 2. Author topical similarity map (similarity cutoff = 0.5).

Figure 3 summarizes the author collaboration map for the Psychology authors. One can
immediately see one drawback of using co-authorship only to assess author relatedness. Fifty-
six of the 125 authors were excluded because they did not collaborate with any of the other
authors in the dataset. Those connections that do exist are much more limited than for the author
topicality similarity outcomes, with two larger clusters and many smaller groups of two to six
authors. The members of the two largest clusters in Figure 3 are almost identical to the two
largest clusters in Figure 2, but represent only a fraction of the authors that appear in the Figure
2 clusters. Only three of the 10 authors excluded in Figure 2 are included in Figure 3, indicating
that these three authors had no topical similarity values above 0.5 with the other authors.
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Figure 3. Co-authorship map for all author pairs

The map in Figure 2 shows relationships only for authors with a topical similarity of greater
than 0.5. Figure 3 does not take into account the topical similarity of authors. Figure 4
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provides the co-authorship map that includes only author pairs with a topical similarity of
greater than 0.5. This eliminates a further 21 authors (77 total) from inclusion on the map. It is
essentially the same map as Figure 3 flipped along the horizontal axis and, but with fewer
edges arising from the removal of the additional authors.

Figure 4. Co-authorship map for author pairs (Author topical similarity cutoff of 0.5)

To examine how the author topical similarity measure correlates to other author relatedness
measures, 30 pairs of authors were randomly selected as described above. Outcomes for the
author topical similarity, co-authorship, mutual author citing and co-citation values were
compared using Spearman’s rho nonparametric correlation coefficients (Table 3). There are
significant, mid-level correlations observed between the author topical similarity measure and
co-authorship for both the Elsevier and WoS data, as well as the mutual citing data for each
author. However, there is not a significant correlation with the co-citation counts from WoS.
Due to the lack of co-authorship observed for the selected author pairs for author topical
similarity values below 0.5, the correlations were also run and included in Table 3 using the 15
similarity values above 0.5 (High) and the 15 values below 0.5 (Low). The positive correlations
remained for high similarity author pairs but were not significant for low similarity author pairs.

Discussion

Outcomes of the author topical similarity measure provide a richer method by which author
relationships may be mapped and assessed. Unlike co-authorship, direct citation and co-
citation networks, where a linkage is created only through collaboration or citation
behaviours. The lack of collaboration or citation does not indicate that there is no relationship
between two authors; it may simply indicate that the research community has not yet
recognized such a relationship. This is most evident when comparing the resulting edges
based on author topical similarity and co-authorship. Even when limited to author topical
similarity values of greater than 0.5, representing only 4.4% of all possible network
connections, the resulting network is rich and demonstrates clusters of author relationships.
The richness of the linkages in the resulting network may also be controlled by setting
different cutoff values for the author topical similarity. The co-authorship map, conversely, is
much sparser and only reveals explicit relationships. The relatively high correlation measure
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implies that the author topical similarity measure may serve as a good predictor of existing
collaboration. This is more evident for authors with higher topical similarities. Although one
would expect there to be a high correlation between collaborating authors, in the Author-
Topic model each word is generated from each author according to the author's profile,
modelled as a distribution of topics. So, even though collaborating authors tend to be more
similar, they may still be generating different words in the titles and abstracts. Excluding co-
authored papers in these cases for topic modelling may be attempted, but this could result in
less reliable outcomes if the majority of the text on which the models are based is removed.

Table 3. Spearman’s rho correlation outcomes for author relatedness measures

Author Co- Co- A Cites B B Cites A Co-
Topical authorship  authorship WoS WoS citation
Similarity Elsevier WoS WoS

Author All 1 568" 660" 452" 445" 255
Topical High 1 7107 762" 694" 6917 311
Similarity | Low 1 NA NA 141 .099 373
Co- All 1 816" 414 490" 415°
authorship | High 1 812" 5317 607" 573"
Elsevier Low NA NA NA NA NA
Co- All 1 472 374" 336
authorship | High 1 583" 398 492
WoS Low NA NA NA NA
ACitesB | All 1 669" 587"
WoS High 1 8127 505
Low 1 492 728"

B Cites A | All 1 536"
WoS High 1 451
Low 1 650"

Co-citation | All 1
WoS High 1
Low 1

** Correlation is significant at the 0.01 level (2-tailed).
* Correlation is significant at the 0.05 level (2-tailed).

In the absence of existing collaborations, high author similarity values could serve as an
indicator for possible future collaborations. We recognize that the motivations for
collaboration are complex and go beyond authors having similar interests. Collaboration may
also be prompted by the complementary areas of expertise collaborators bring, which would
not be reflected using topic modelling techniques alone. Still, the similarity measure may be
used to identify research “birds of a feather” that may not be evident using similarity
measures based on collaboration or citation data.

In answer to the research questions posed at the beginning of this paper: 1) mapping of author
relatedness based on author topical similarity can reveal a richer network of relationships
between authors not evident through a more traditional relationship assessment based on co-
authorship and can identify topical bridges; 2) co-authorship, co-citation and mutual citation
between authors are significantly correlated, in particular for authors with high topical
similarity, so authors with similar topical interests may be more likely to collaborate or cite
each other; 3) high author topical similarity values can serve as a reasonably accurate
predictor of co-authorship and mutual citation, but not of co-citation activity. The lack of a
significant correlation between author topical similarity and co-citation provides evidence that
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the topical similarity measure offers a different perspective on author relationships that
complements the more traditional co-citation approach. The significant correlations observed
between the author topicality similarity and other citation and co-authorship measures
indicate that topicality may be a weak to moderately strong predictor of these other more
traditional measures for authors with high topical similarity. This positive correlation between
author topicality and co-authorship is not unexpected given that co-authored publications
would result in more similar topical assignments.

The findings of this study have implications for author relatedness assessment. As the author
topical similarity measure does not depend on collaboration or citation behaviour, it can serve
as an alternative author relatedness measure where there is a lack of collaboration or citation
connections. Even if the collaboration and citation connections exist, the topical similarity
measure can provide complementary evidence of relatedness from the content perspective. In
addition, the significant correlations between author topical similarity and collaboration shed
light on recent developments in predicting and recommending collaborations. Most existing
methods for predicting and recommending collaborations are based on the topological
features of collaboration networks (Yan & Guns, 2014). The level of correlations between
topical similarity and collaboration, particularly for authors with high similarity, provide
strong evidence of including content-based predictors for this problem.

Topic modelling offers the ability to reveal relationships between authors that may not be
evident through more traditional methods of similarity assessment, but it does have its
limitations. The computational overhead associated with topic-based author relatedness
modelling is more substantial than for citation and collaboration-based data. Also there must
be a sufficient body of text to train the topic model and to accurately represent author
relationships; therefore, this method may not be suitable for authors with a more modest
publication record. In this case, analysis using citation-based methods may be more fruitful.
Other limitations arise from the dataset itself. In identifying works attributable to an author,
we have relied on the supplied Scopus author identifier. We recognize that author name
disambiguation, regardless of the method used, may not be 100% accurate. In addition, the
present study has limited itself to data from a single discipline. Furthermore, the dataset itself
was not complete for the discipline of Psychology, but rather a subset. We cannot conclude
that the outcomes for other disciplines will be similar. Outcomes would depend also on the
collaboration traditions and citing behaviours of those disciplines. The computational
overhead and limited ability for topic modelling to be able to produce meaningful topics with
multidisciplinary datasets may limit the application of this approach beyond the disciplinary
level.

Conclusions

Author topical similarity provides a novel way to assess author relatedness that complements
existing methods based on co-authorship, direct citation or co-citation. While other methods
require an existing form of connection based on collaboration or citations, author topical
similarity assesses author relatedness based on the language used by the authors themselves.
The small percentage of author pairs with high similarity values indicates that the measure is
discriminating in the assessment of author relatedness. The present study has demonstrated
how author relatedness based on topic modelling can provide a richer method to assess how
closely related authors’ research contributions are. Although significantly correlated with co-
authorship and direct citation measures, author topical similarity between authors was not
found to be significantly correlated with co-citations, which has been commonly used to
assess author relatedness. Author topical similarity outcomes may serve as a reasonably
accurate predictor of existing collaborations between authors, or an indicator of potential
future collaborators in the absence of existing collaboration. Future research may investigate
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how author topical similarity measures compare to other existing author relatedness measures
for other disciplinary areas including the humanities and sciences, where collaboration and
citation patterns may differ.
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Abstract

Bibliometricians are aware that the citation behavior of scientists varies across fields, and for this they carefully
normalize citations by field. They are also aware of the different publication intensities across fields. This
imposes that the research performance of a scientist must be compared with that of their colleagues in the same
field. Every comparison of scientists in different fields should be preceded by the normalization of the
performances, and the same holds for comparing multidisciplinary organizational units. If the Web of Science
recognizes 251 subject categories, there should be a somewhat similar number of research fields for the
classification of the scientists. The Italian academic system is quite unique in providing a classification of
professors, into 370 fields, 192 of them in the hard sciences. In this work we measure the descriptive statistics on
annual publication (full and fractional counting) by Italian academics in each of the 192 hard science fields.
These statistics help recognize the extent of distortion from failing to normalize the research performance of
scientists based in different fields. They could also serve as scaling factors for avoiding distortion in rankings,
including in other nations.

Conference Topic
Methods and techniques

Introduction

The purpose of bibliometrics is to provide continuously better support for the policy-makers
and administrators of research institutions, in the achievement of their specific objectives,
through the provision of methods and indicators for the evaluation of performance that are
themselves always more accurate, robust, reliable and functional. The principle obstacle to
bibliometrics is the insufficiency of the data to meet such high standards. The practitioner is
thus forced to resort to proxies in measurement, which cause varying degrees of distortion in
the results.

Research organizations are likened to other productive organizations, but where the product is
new knowledge, rather than some other good or service. An organization’s performance is
then better than that of another one if, at parity of resources, it produces more knowledge or
if, at parity of output, it consumes less resources. It is the shortage of information on inputs
(production factors) that presents the greatest problem to bibliometricians. The production
factors are labor and capital. Capital embeds all those resources other than labor (facilities,
technical instruments, materials, databases, etc.). When we wish to measure labor productivity
we must thus normalize for capital. But who can really know the financial and technical
resources available to all the different institutions, departments, and then individual
researchers? The bibliometrician also frequently lacks information on the realities of labor,
due to the absence of databases on the researchers, and on their institutional, discipline and
field affiliations.

Given these obstacles, practitioners often use indicators that do not relate output to input. This
means they produce ranking lists that are highly size-dependent. At that point we cannot
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know what part of an organization’s or nation’s rank arises from its performance or is due to
size. Examples of this are the CWTS Leiden' and SCImago” lists, which rank universities by
publications and fractional publications. Others have proposed indicators that attempt to get
around the problems by relating the impact or excellence of research not to input, but rather to
the output itself. Examples of this are the “new crown indicator” (Waltman et al., 2011),
which measures the average impact per publication, or the “proportion of highly-cited articles
to total publications” (Waltman et al., 2012). However, with this type of indicator, even when
the output of the scientist increases, other factors remaining equal, his or her performance
could still decrease: a paradox and a violation of the fundamental principle of the measure of
efficiency.

In those cases where an indicator does relate output to input, it is still often applied at levels
of organizational aggregation that are too high, ignoring the differing intensity of publication
across fields. Bibliometricians have been aware of this problem for many years (Butler, 2007;
Moed et al., 1985; Garfield, 1979), and are also aware of the distortion that afflicts the
resulting aggregate rankings (Abramo, D’Angelo, & Di Costa, 2008). However the task of
finer aggregation is difficult to solve without a database that classifies the researchers by field
of research. Where they exist, such databases are maintained at central levels. Apart from the
Italian one’, maintained by the Italian Ministry of Education, Universities and Research
(MIUR), the only other large-scale one we are aware of is the Norwegian Research Personnel
Register’ compiled by the Nordic Institute for Studies in Innovation, Research and Education
(NIFU).

The NIFU system classifies scientists in 58 scientific fields grouped in five main domains.
Perhaps the lower number of scientists in Norway works against finer classification: in fact
comparing the performance of small numbers of researchers per field creates serious problems
of significance. However, on the other hand, the Web of Science (WoS) identifies a full 251
subject categories for the classification of journals. And if there are this many fields for
classifying scientific journals, there must be at least that many fields for classifying scientific
work, and the scientists. In smaller nations or emerging economies we could expect to see
fewer number of these fields present, since research structures will be unable to deal with all
the areas, and we would expect to see research in more concentrated fields. However, in
larger, developed countries we can expect to see the full spectrum of research fields. In fact in
Italy the MIUR manages a system for the classification of all professors into a total of 370
“scientific disciplinary sectors” (SDSs).” Each professor belongs to one and only one of the
SDSs, which are grouped into 14 university disciplinary areas (UDAs). Further, 192 of the
SDSs from 9 of the UDAs fall in the so-called hard sciences. In the following we refer to
these SDS by their code or acronym.’ These 192 SDSs compare to the 176 WoS subject
categories identified in the JCR-Science Citation Index (see the Annex 1’ for a conversion of
SDSs to WoS subject categories.

As noted above, the lack of field classification of scientists means that measures of research
performance will inevitably be affected by distortions in rankings, due to the different
intensity of publication across fields. The higher the level of aggregation, the stronger these
distortions become. The corollary is that, rising to international levels, it has been impossible

'http://www.leidenranking.com/ranking/2014, last accessed on April 8, 2015.
*http://www.scimagoir.com/research.php, last accessed on April 8, 2015.
*http://cercauniversita.cineca.it/php5/docenti/cerca.php, last accessed on April 8, 2015.

* http://www.nifu.no/en/statistikk/databaser-og-registre/4897-2/ last accessed on April 8, 2015.

> The complete list is accessible on attiministeriali.miur.it/UserFiles/115.htm, last accessed April 8, 2015.

® The full names can be found in www.iasi.cnr.it/laboratoriortt/ TESTI/Altro/ISSI-ANNEX %202 P.pdf, last
accessed on April 8, 2015

7 www.iasi.cnr.it/laboratoriortt/ TESTI/Altro/ISSI-ANNEX 1 pdf, last accessed on April 8, 2015
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to correctly compare institutional or national research performance.

To date, in fact there is no international standard for the classification of scientists. Thus in
this work we provide our colleagues and practitioners with descriptive statistics on yearly
publications (both full and fractional counting) of Italian academics in each of the 192 hard
science SDSs. Our intention is that these statistics might first permit recognition of the extent
of distortions that occur when evaluations compare the research performance of scientists
within the same discipline, but in different fields. For those nations lacking databases of
researchers by field, our statistics could also serve as normalization factors, serving to reduce
the distortions when comparing research performance of individuals, groups or entire research
organizations.

Data and Methods

In the study we measure “publication rates” in 192 SDSs, meaning average yearly
publications of individual scientists, over the period 2009-2013.® Data on Italian academics
are extracted from the official database maintained by the MIUR. The database indexes the
name, academic rank, affiliation, and SDS of all academics in Italian universities. At
31/12/2013 the entire Italian university population consisted of 56,600 professors employed
in 96 universities, which are authorized by the MIUR to grant legally recognized degrees. It
has been shown (Moed, 2005) that in the so-called hard sciences, the prevalent form of
codification for research output is publication in scientific journals. For reasons of robustness,
we thus examine only the nine UDAs that deal with the hard sciences,” including a total of
192 SDSs. Furthermore, again for reasons of robustness, we calculate the yearly average
publication rates only of those professors who have been on staff for at least three years over
the observed period.

Table 1. Dataset for the analysis: number of fields (SDSs), universities, research staff and WoS
publications in each UDA under investigation

Research

UDA SDS Universities staff Publications*
Mathematics and computer science 10 72 2,930 16,262
Physics 8 65 2,003 22,597
Chemistry 12 60 2,701 26,054
Earth sciences 12 49 974 6,066
Biology 19 67 4,423 34,406
Medicine 50 65 8,998 72,661
Agricultural and veterinary sciences 30 56 2,820 14,951
Civil engineering 9 54 1,394 7,462
Industrial and information engineering 42 73 4,791 40,572
Total 192 86 31,034 207,132°

* Figures refer to publications authored by at least one professor pertaining to the UDA.

" Total is less than the sum of the column data due to double counts of publications co-authored by researchers
pertaining to SDSs of more than one UDA.

Publication data are drawn from the Italian Observatory of Public Research (ORP), a database
developed and maintained by the authors and derived under license from the WoS. Beginning
from the raw data of Italian publications'® indexed in WoS-ORP, we apply a complex

® For the most appropriate publication period to be observed see Abramo et al. (2012b).

’ Mathematics and computer sciences; Physics; Chemistry; Earth sciences; Biology; Medicine; Agricultural and
veterinary sciences; Civil engineering; Industrial and information engineering.

' We exclude those document types that cannot be strictly considered as true research products, such as editorial
material, meeting abstracts, replies to letters, etc.
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algorithm for disambiguation of the true identity of the authors and their institutional
affiliations (for details see D’Angelo et al., 2011). Each publication is attributed to the
university professors that authored it, with a harmonic average of precision and recall (F-
measure) equal to 96 (error of 4%). We further reduce this error by manual disambiguation.
Because each professor belongs to one and only one SDS, we can then calculate the
distribution of annual publication rates and the relevant descriptive statistics in each SDS.

The dataset for the analysis includes 31,034 professors, employed in 86 universities,
authoring over 200,000 WoS publications, sorted in the UDAs as shown in Table 1.

Research projects frequently involve a team of researchers, a fact revealed in the co-
authorship of publications. Various performance measures account for the fractional
contributions of single co-authors to outputs. The contributions of the individual co-authors to
the achievement of the publication are not necessarily equal, and in some fields the authors
signal the different contributions through the ordering of the byline. The conventions on the
order of authors for scientific papers differ across fields (Pontille, 2004; RIN, 2009), thus in
the current study, the fractional contribution of the individuals is weighted accordingly.
Fractional contribution equals the inverse of the number of authors, in those fields where the
practice is to place the authors in simple alphabetical order but assumes different weights in
other cases, particularly in the life sciences. For these disciplines, we give different weights to
each co-author according to their order in the byline and the character of the co-authorship
(intra-mural or extra-mural). If first and last authors belong to the same university, 40% of
citations are attributed to each of them; the remaining 20% are divided among all other
authors. If the first two and last two authors belong to different universities, 30% of citations
are attributed to first and last authors; 15% of citations are attributed to second and last author
but one; the remaining 10% are divided among all others."" Failure to account for the number
and position of authors in the byline would result in notable ranking differences, both at the
individual level (Abramo, D’Angelo & Rosati, 2013a) and at the institution level (Abramo,
D’Angelo & Rosati, 2013b).

Applying the above conventions, for each of the 192 SDS we will provide descriptive
statistics on the intensity of annual publication: referred to as P for full counting and FP for
fractional counting. We then examine further statistics on P and FP for the SDSs included in
each UDA.

Results

Publication rates of professors in a specific field

The publication intensity of professors in a given field is known to be particularly skewed,
with a small percentage of individuals authoring a large share of the total papers, and the
others authoring a small share (Egghe, 2005; Kyvik, 1989; Lotka, 1926). Figure 1 provides
the example of the field of Organic chemistry (SDS CHIM/06), showing the distribution of
the average number of publications per year over the period under examination, for each of
the 554 professors in the SDS. The distribution fits quite well a logarithmic curve, as
indicated by the particularly high value of R* (0.974). Here, 10% of the professors have
produced on average less than one publication per year, and six were totally unproductive. On
the opposite front, we find 20 professors with over 10 publications per year, and one absolute
outlier with 25.

The box plot (right side of Figure 1) refers to the same distribution. It shows a median of 3
publications per year and an interquartile range (difference between third and first quartile) of

" The weighting values were assigned following advice from senior Italian professors in the life sciences. The
values could be changed to suit different practices in other national contexts.
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2.6. It also brings out the presence of 30 outliers: hyper-productive professors with a
performance that exceeds that of the third quartile by over 1.5 times the interquartile
difference.

The distribution of frequencies by class of publication rates (Figure 2) shows a mode between
2 and 3 publications annually and a particularly long right tail, with a final peak for the hyper-
productive professors.

The distribution of the average yearly publications measured by fractional counting (FP)
shows a very similar situation: in Figure 3 the right tail is actually longer than that for only
full counting (Figure 2).

The distributions seen for SDS CHIM/06 show structural elements that recur in the analyses
of the other 191 SDSs. Most obvious is the skewness, although there are some interesting
exceptions, for example as in VET/04 (Inspection of food products of animal origin). The 77
professors of this SDS have a publication rate that is almost uniform, as illustrated in Figure
4.
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Figure 1. Distribution and box plot of annual publication rate P (full counting, 2009-2013) for
554 Italian professors in Organic chemistry (CHIM/06).

25%

20%

15%

10%

5%

0%
S P2 E P @9\®'§\o“é®

Figure 2. Frequency distribution for classes of annual publication rate P (2009-2013) for the 554
Italian professors in CHIM/06.
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Figure 3. Frequency distribution for classes of annual publication rate FP (fractional counting,
2009-2013) for the 554 Italian professors in CHIM/06.
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Figure 4. Frequency distribution for classes of annual publication rate P (2009-2013) for Italian
professors in Inspection of food products of animal origin (VET/04).

Publication rates of fields within a discipline

As with the two examples above (CHIM/06 and VET/04), the publication rates in the various
SDSs are never superimposable. Thus the calculation of the descriptive statistics for the SDSs
provides useful benchmarks for the professors that work in them. Table 2 provides the
statistics for all the SDSs in the Earth sciences discipline.

This UDA consists of a total of 12 SDSs with very different sizes in terms of national
research staff, from a minimum of 17 professors in Applied geophysics (GEO/12) to a
maximum of 137, in Palaeontology and palacoecology (GEO/02). The intensity of publication
is structurally very different. In Stratigraphic and sedimentological geology (GEO/03) only
2.2% of the professors (2 of 92) did not produce any publications over the five-year period
under examination. On the opposite front there are 19 unproductive professors among the 121
of Physical geography and geomorphology (GEO/05), or 15.7% of the total. This SDS also
registers the lowest average annual rate of publication, at 1.12 per year, followed by
Structural geology (GEO/04), GEO/02 and Geophysics of solid earth GEO/11 (1.44, 1.48 and
1.49, respectively). In half the SDSs there is an average intensity of publication of 2 per year,
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with a peak in Applied geology GEO/06 (3.09). Clearly, among all those of the UDA, this
SDS has the greatest publication rate: the distribution of the performances shows all values in
the highest quartiles. The top 25% of professors (3rd quartile) produce on average more than
4 publications per year, with the absolute record being a professor who produces almost 18.
The dispersion of the performances in all the SDSs, indicated by the variation coefficients in
the last column of Table 2, results as greatest in GEO/03 and GEO/05, where the coefficient is
above 1.

The analyses of the distributions for fractional counting of the publication rate (FP) (Table 3)
provide a picture similar to that for full counting. The average intensity of collaboration
evidently does not vary in a substantial way between the SDSs, and thus the differential of
publication rates between the SDSs does not vary in going from a full counting approach to
fractional counting.

Table 2. Descriptive statistics for intensity of annual publication rate P (2009-2013) for the SDSs
of Earth sciences.

SDS Research staff Unproductive quaIrtile Median qu;IrItile Max Average Std dev. nglfalg'
GEO/01 93 3.2% 0.8 1.6 2.2 8 1.76 1.40 0.80
GEO/02 137 7.3% 0.6 1 220 6.4 1.48 1.25 0.84
GEO/03 92 2.2% 1 1.8 2.8 22 2.40 2.69 1.12
GEO/04 116 6.9% 0.6 1 2 4.8 1.44 1.21 0.84
GEO/05 121 15.7% 0.2 0.8 1.4 8.2 1.12 1.22 1.09
GEO/06 76 1.3% 1.55 2.6 405 17.8 3.09 2.51 0.81
GEO/07 82 2.4% 1 1.8 2.75 8.2 1.99 1.46 0.73
GEO/08 67 3.0% 1.3 2.4 3.5 10.6  2.69 2.03 0.75
GEO/09 63 6.3% 0.8 1.8 2.9 114 221 2.04 0.92
GEO/10 69 4.3% 1.2 1.8 2.4 102 2.14 1.82 0.85
GEO/11 41 2.4% 0.6 1.2 2 5.6 1.49 1.12 0.75
GEO/12 17 5.9% 0.8 1.6 2 4.6 1.75 1.34 0.77

Table 3. Descriptive statistics for intensity of annual publication rate FP (2009-2013) for the
SDSs of Earth sciences

DS quaitile Median III quartile Max Average Std dev. \égzlfag'
GEO/01 0.20 0.33 0.53 261 045 0.45 1.00
GEO/02 0.14 0.28 0.45 1.47 0.34 0.29 0.85
GEO/03 0.26 0.43 0.65 264 0.53 0.42 0.79
GEO/04 0.14 0.25 0.47 1.81  0.33 0.30 0.91
GEO/05 0.07 0.24 0.42 1.81 0.29 0.31 1.07
GEO/06 0.32 0.56 0.87 352 071 0.61 0.86
GEO/07 0.20 0.37 0.59 1.62 044 0.31 0.70
GEO/08 0.29 0.53 0.72 1.61  0.56 0.39 0.70
GEO/09 0.13 0.39 0.65 3.06 048 0.48 1.00
GEO/10 0.29 0.45 0.74 244  0.56 0.46 0.82
GEO/11 0.19 0.31 0.61 1.50 045 0.38 0.84
GEO/12 0.19 0.32 0.60 090 0.38 0.28 0.74

For the descriptive statistics of the full 192 SDSs investigated, we refer the reader to Annex
2'2 for the full counting, and to Annex 3" for fractional counting. Below, in Table 4, we show
for each UDA the SDSs with minimum and maximum values of some of the above statistics

12 www.iasi.cnr.it/laboratoriortt/ TESTI/Altro/ISSI-ANNEX %202 _P.pdf, last accessed on April 8, 2015
1 www.iasi.cnr.it/laboratoriortt/ TESTI/Altro/ISSI-ANNEX%203_FP.pdf, last accessed on April 8, 2015
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of P (full counting). The data indicate substantial variability in the intensity of publication
between the SDSs in all the UDAs. In Mathematics the percentage of unproductive professors
varies from a minimum of 3.9% in MAT/09 (Operations research) and a maximum of 43.2%
in MAT/04 (Complementary mathematics). Such substantial variations also occur in
Medicine, with 1.1% unproductive professors in MED/08 (Pathological anatomy) and 45.5%
in MED/02 (History of medicine). In Agricultural and veterinary sciences, VET/02
(Veterinary physiology) does not have any unproductive professors, while AGR/01 (Rural
economics and valuation) registers a share of 45.5%. More contained heterogeneity in
unproductive professors is seen in some other UDAs: certainly in Earth sciences, which we
have already examined, but also in Biology. In this UDA the maximum incidence of
unproductive professors (11.8% of the total professors) is seen in BIO/08 (Anthropology) and
the minimum (1.2%) in BIO/15 (Pharmaceutical biology). The median intensity of annual
publication also presents high variability between the SDSs of a UDA. In Mathematics the
median ranges from 0.2 publications per year in MAT/04 (Complementary mathematics) to
1.8 in MAT/09 (Operations research). In effect the interval of variation of the median values
is very substantial in almost all the UDAs. Within Industrial and information engineering, the
median intensity of publication registered in ING-INF/06 (Electronic and information
bioengineering) and in ING-INF/02 (Electromagnetic fields) is more than 40 times that
registered in ING-IND/O1 (Naval architecture). In Medicine the two extreme situations
concern MED/02 (History of medicine) and MED/16 (Rheumatology): the median intensity
of publication registered in the first SDS (0.2) is 1/25™ of that for the second (5.0). The
differences are more contained in Chemistry (2.0 vs. 3.4), Earth sciences (0.8 vs. 2.6) and
Biology (1.1 vs. 3.3). The consistency of the outliers is also significantly different between
the SDSs of a given discipline. In the Mathematics UDA, the most productive professor in
absolute terms is one in INF/01 (Computer science), with an average of 28.6 publications per
year, against the 3.6 of the most productive professor in MAT/04 (Complementary
mathematics). In Medicine, a professor in MED/24 (Urology) registers a median of 76
publications per year over the five years examined; the most prolific in MED/47 (Nursing and
midwifery) has barely 1.4 publications. In Industrial and information engineering the most
prolific professor of ING-IND/O1 (Naval architecture) authors an average of 1.4 publications
annually, against the 33.2 of the most productive in ING-IND/34 (Industrial bioengineering).
Finally, Physics FIS/01 (Experimental physics) includes a professor with an average of over
100 publications per year. In effect, this SDS consists of a range of subfields, including “high
energy physics”, where scientists regularly author hundreds of publications together with
hundreds of co-authors. In this case (but not only in this case) a more opportune benchmark
could be the distribution of the publication rate under the fractional counting method. Table 5
shows, for every UDA, the SDS with minimum and maximum values of the main statistics'*
of the fractional counting distributions. We see a level of superimposability with the data of
Table 4, both in terms of the SDSs featured and for the intervals of variation in the main
statistics of the SDSs, for each UDA.

' To avoid pointless duplication, the table does not show the incidence of unproductive professors, and instead
provides statistics on average publication rate.

916



Table 4. SDSs with Min and Max values of descriptive statistics of intensity of annual publication P (2009-2013), for all UDAs.

Unproductive (%) Median Max
UDA* Min Max Min Max Min Max

1 3.9 (MAT/09) 43.2 (MAT/04) 0.2 (MAT/04) 1.8 (MAT/09) 3.6 (MAT/04) 28.6 (INF/01)
2 2.1 (FIS/04) 37.5 (FIS/08) 0.2 (FIS/08) 5.6 (FIS/01) 4.4 (FIS/08) 102.2 (FIS/01)
3 0.0 (CHIM/04) 8.6 (CHIM/11) 2.0 (CHIM/11) 3.4 (CHIM/02) 7.6 (CHIM/12) 66.2 (CHIM/08)
4 1.3 (GEO/06) 15.7 (GEO/05) 0.8 (GEO/05) 2.6 (GEO/06) 4.6 (GEO/12) 22 (GEO/03)
5 1.2 (BIO/15) 11.8 (BIO/08) 1.1 (BIO/02) 3.3 (BIO/15) 6.4 (BIO/08) 37.6 (B1O/12)
6 1.1 (MED/08) 45.5 (MED/02) 0.2 (MED/02) 5.0 (MED/16) 1.4 (MED/47) 76 (MED/24)
7 0.0 (VET/02) 42.0 (AGR/01) 0.2 (AGR/01) 2.8 (VET/06) 3.2 (AGR/06) 32.6 (VET/06)
8 5.8 (ICAR/03) 29.9 (ICAR/06) 0.2 (ICAR/06) 1.6 (ICAR/03) 2.8 (ICAR/05) 21.2 (ICAR/08)
9 0.0 (ING-IND/18) 50.0 (ING-IND/01) 0.1 (ING-IND/01) 4.4 (ING-INF/02 and ING-INF/06) 1.4 (ING-IND/01) 33.2 (ING-IND/34)

"1 = Mathematics and computer sciences; 2 = Physics; 3 = Chemistry; 4 = Earth sciences; 5 = Biology; 6 = Medicine; 7 = Agricultural and veterinary sciences; 8 =
Civil engineering; 9 = Industrial and information engineering

Table 5. SDSs with Min and Max values of descriptive statistics of intensity of annual publication FP (2009-2013), for all UDAs.

Median Average Max
UDA* Min Max Min Max Min Max
1 0.10 (MAT/04) 0.55 (MAT/09) 0.16 (MAT/04) 0.70 (MAT/07) 1.00 (MAT/04) 6.47 (MAT/02)
2 0.07 (FIS/08) 0.74 (FIS/03) 0.20 (FIS/08) 0.96 (FIS/03) 0.80 (FIS/08) 13.74 (FIS/03)
3 0.35 (CHIM/12) 0.70 (CHIM/02) 0.58 (CHIM/12) 0.83 (CHIM/02) 2.38 (CHIM/12) 17.60 (CHIM/08)
4  0.24 (GEO/05) 0.56 (GEO/06) 0.29 (GEO/05) 0.71 (GEO/06) 0.90 (GEO/12) 3.52 (GEO/06)
5 0.24 (BIO/08) 0.58 (BIO/15) 0.32 (BIO/08) 0.85 (BIO/15) 1.04 (BIO/08) 10.50 (B10/12)
6 0.01 (MED/02) 0.84 (MED/16) 0.08 (MED/47) 1.18 (MED/16) 0.19 (MED/47) 13.28 (MED/11)
7  0.04 (AGR/01) 0.60 (AGR/15) 0.14 (AGR/01) 0.78 (VET/06) 0.65 (AGR/06) 9.14 (VET/06)
8 0.10 (ICAR/06) 0.48 (ICAR/08) 0.17 (ICAR/06) 0.73 (ICAR/08) 1.27 (ICAR/05) 6.85 (ICAR/08)

9 0.03 (ING-IND/01) 1.08 (ING-INF/02) 0.10 (ING-IND/01) 1.28 (ING-INF/02) 0.54 (ING-IND/02) 9.18 (ING-IND/19)

"1 = Mathematics and computer sciences; 2 = Physics; 3 = Chemistry; 4 = Earth sciences; 5 = Biology; 6 = Medicine; 7 = Agricultural and veterinary sciences; 8 =
Civil engineering; 9 = Industrial and information engineering
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Conclusions

The great majority of the bibliometric indicators and the relative rankings lack fine-grained
normalization of performance to the field to which the scientists belong. While
bibliometricians intelligently field-normalize citations to account for the different citation
behaviors across fields, they often close an eye when it comes to accounting for the different
intensity of publication. At most they distinguish scientists as belonging to a few large
disciplines, which cannot be sufficient if we accept the WoS as a true characterization, where
scientific work is distinguished in 251 subject categories. Why would we normalize the
citations for these 251 subject categories but then the scientists’ performance for only a few
disciplines? The answer is simple: in most cases the bibliometricians lack information about
the field of research of each scientist under observation. Even at the national level the
challenge of identifying the scientist’s field is daunting, let alone for the task of international
comparison.

Taking advantage of a particular feature of the Italian academic system, in this work we have
provided descriptive statistics on the yearly publication rates of all Italian professors (over
30,000) in each of the 192 hard sciences fields, with both full and fractional counting method.
Although the dataset refers to a specific nation, the very substantial size and the fine-grained
field stratification certainly make it a useful reference system for the comparative evaluation
of scientists in all the world. The only condition is that scholars recognize in which field of
the Italian system the core of their scientific production falls. To this aim, in the Appendix,
we have provided the reader with a conversion table, which establishes a link between SDSs
and WoS subject categories, based on incidence of publications authored by Italian
academics. Through this link, scientists outside Italy, knowing the distribution of their
scientific production in the subject categories, can identify the corresponding SDS and select
relevant statistic parameters as benchmark for comparative evaluation of their publication
rates.

The statistics from the current analyses very clearly demonstrate the heterogeneity of
publication rates even in the fields belonging to a single discipline. They help recognize the
extent of distortions that occur when comparing the research performance of scientists from
different ficlds, and could then serve as normalization factors to reduce such distortions when
comparing the research performance of individuals, groups, or entire research organizations.
In future extensions of this work we could envisage a longitudinal analysis to assess the
trends in publication intensity by field. We also know that publication rates of full, associate
and assistant professors are different (Abramo, D’Angelo, & Di Costa, 2011). Gender
differences in productivity have been demonstrated as well (Abramo, D’Angelo, &
Caprasecca, 2009; Leahey, 2006; Fox, 2005; Pripi¢, 2002; Long, 1992). Because the
composition of research staff by academic rank and gender varies across fields, a further
extension of the analysis may then entail examining the differing publication intensity across
fields by academic rank and gender.
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Abstract

This paper constructs an Impelling Technology Foresight Model (ITFM) for foreseeing impelling technology in
the field of life science, which is a comprehensive model consisting of four class indicators: international
scientific environment, evolving of papers and patents, collaboration features of patent assignees’ collaboration
networks, and impacts. A case study was carried out in the field of life science. Recombinant DNA (RbDNA)
and Monoclonal Antibody (mAb) were selected as impelling technologies to carry out the case study. ELISA
Diagnosis (ELISA) and Fermentation Technology (FT) were defined as non-impelling technologies to be control
group. Results revealed that impelling technologies have higher evolving rates from the stage of growth to
maturity. Significant policies or programs usually boost the rapid progress of impelling technologies. Impelling
technologies have much higher impact than non-impelling ones. Collaboration behaviour is much more broad
and general for impelling technologies. To our knowledge, this is the first study carried out to date to foreseeing
impelling technologies at this way.

Conference Topic
Methods and techniques

Introduction

Technology has made enormous contributions to modern society and many future social
developments can be realized only through better technical developments and better
management (Compton, 1939). Nevertheless, not all technical progress makes substantial
contributions to social development. Only a few techniques brought revolutionary change to
the human society, such as Transistor Technology and Recombinant DNA technique, which
belong to the field of information technology and biotechnology, respectively. Information
technology and biotechnology are also regarded as dominant technologies and will essentially
impel the social development in the 21st century (Das, 2001).

Thus, it is an attractive topic all the time for scientists from many scientific fields to foresee
what kind of technologies can become such impelling technologies, especially in the field of
biotechnology. Impelling technology is defined in this paper as technologies that can bolster,
lead and push the scientific development and technology progress in given fields, and that can
drive the industry fast development and breed emerging industry. Transistor Technology and
Recombinant DNA technique are just such technologies. However, people desire to know
which technologies can become impelling technologies in the near future, especially for new
technologies. For example, synthetic biology, which uses unnatural molecules to reproduce
emergent behaviours from natural biology with the goal of creating artificial life (Benner &
Sismour, 2005), is recognized as a powerful technique that can produce re-engineered
organisms that will change our lives over the coming years, leading to cheaper drugs, green
fuel and targeted therapies for diseases. The de novo engineering of genetic circuits,
biological modules and synthetic pathways is beginning to address these crucial problems
(Khalil & Collins, 2010). If that is true, synthetic biology could be regarded as an impelling
technology. However, except for synthetic biology, there are still a large number of
techniques emerging in the field of biology. Which can become impelling technology in the
near future? Foresight analysis provides the idea of solutions.
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Technology foresight, like technology forecasting, is the generation of reasoned statements
about the future, the interpretation of such statements in terms of informed action, and the
collective learning processes that are involved in responding to challenges of the future (Salo
& Cuhls, 2003). Amanatidou (2014) pointed out that the major impacts of foresight belong to
knowledge, network creation and promoting public engagement in policy-making. The scope
of technology foresight comprises not only technologies and their applications but also public
policies and societal challenges (Salo & Cuhls, 2003). UNIDO defined technology foresight
as the most upstream element of the technology development process. It provides inputs for
the formulation of technology policies and strategies that guide the development of the
technological infrastructure. In addition, technology foresight provides support to innovation,
and incentives and assistance to enterprises in the domain of technology management and
technology transfer, leading to enhanced competitiveness and growth (UNIDO, 2014).
Indeed, similar forms of foresight technology also include technology intelligence, technology
forecasting, road mapping and assessment (Firat, 2008). Many of these forms use similar
tools and get similar results. Particularly forecasting and foresight are often confused in
practice. According to the interpretation from the Technology Futures Analysis Methods
Working Group 1 (TFAMWG), all these similar methods could be used in technology futures
analysis (TFA). Technology foresight is used to analyse the effecting development strategy,
often involving participatory mechanisms. Technology forecasting is to anticipate the
direction and pace of changes. But there is a general tendency that forecasting usually focuses
on specific technologies. Foresight studies usually bring together people with different
expertise and interests, and use instruments and procedures that allow participants to
simultaneously adopt a micro view of their own disciplines and a systems view of overriding
or shared objectives (Firat, 2008). Some foresight related studies are introduced below and
their findings contributed partly to the theoretical and technical basis of this study.

Based on the below related works analysis, we found that although many techniques have
been used to answer many kinds of questions, impelling technology foresight works were
lacking, especially by the method of model construction. Therefore, this study advanced the
existing works by constructing an ITFM model to carry out impelling technology foresight
analysis. ITFM model can be used for impelling technology foresight. To our knowledge,
none of the existing studies has done such work as ever. The significance of this work is that
if an impelling technology could be known before it becomes impelling technology or at the
earlier stage of its life cycle, that would be very valuable for many kinds of scientists, policy
makers and stakeholders to deal with it.

Related works

The term “Technology Foresight” was introduced by Irvine and Martin and took off in the
1990s as European, and then other countries (Miles, 2010). Until now, a lot of studies have
been carried out to do such analysis in recent years, which could be divided into four aspects:
function, subject areas of use, features of products and results, and techniques. Related works
are discussed below.

Function

The focuses of technology foresight studies have been often motivated by the desire to shape
S&T policies and analyse the challenges of education, services, health, and environment, etc.
(Salo & Cuhls, 2003). For example, Carlson (2004) discussed the using of technology
foresight to create business value. Sanz-Menendez (2001) made technology foresight as a
useful tool for policy making. Havas (2010) analysed the impact of foresight on innovation
policy-making. Weigand et al. (2014) studied collaborative foresight method to complement
long-horizon strategic planning.
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Subject areas of use

Based on the fields of science and technology, Linstone (2011) discussed the unique impacts
of technology foresight on nanotechnology, biotechnology and materials science. Weinberger,
Jorissen and Schippl (2012) carried out a study about technology foresight analysis in the
field of environmental technologies with the purpose of supporting the process of identifying
and recommending options for the prioritisation of future research funding. Furthermore,
foresight has also been used in the field of education studies (Goldbeck & Waters, 2014; King,
2014), drugs discovery (Lintonen et al., 2014).

Features of products and results

From the aspect of products and results of foresight, the works of technology foresight usually
have the following products: Strategic advice or guidance, particular technologies or their
consequences, price or trends of markets, and production. For example, Cook, Inayatullah and
Burgman (2014) concluded that foresight could play a more significant role in environmental
decisions by the following ways: monitoring existing problems, highlighting emerging threats,
identifying promising new opportunities, testing the resilience of policies, and defining a
research agenda. Markus and Mentzer (2014) discussed the future consequences of ICT.
Weinberger, Jorissen and Schippl (2012) used foresight methods to support the process of
identifying and recommending options for the prioritisation of future research funding among
the wide range of environmental technologies available that can contribute to progress in the
field of environment.

Techniques

At the angle of techniques used for foresight, many kinds of methods have been used to carry
out technology foresight analysis. One typical technique is bibliometric methods. Van Raan
(1996) overviewed the potentials and limitations of bibliometric methods for the assessment
of strengths and weaknesses in research performance, and for monitoring scientific
developments. The study suggested that research performance assessment is based on
advanced analysis of publication and citation data. While for monitoring scientific
developments, bibliometric mapping techniques are essential. Actually, mapping has been
widely used for technology foresight. For example, Yoon, Lee and Lee (2010) developed a
keyword-based knowledge map to use to establish a policy to support promising R&D areas
and devise a long-term research plan. Another typical method is modelling and system. For
instance, Shiue and Lin (2011) developed a foresight MASA model for future technology
evaluation in electric vehicle industry, which integrated the concept of vision, linking analysis
planning, Markov chain, and Scenario analysis (SA). Chen (2012) proposed a structural
variation model for answering what kinds of information may serve as early signs of
potentially valuable ideas. Peer review and Delphi have also been used in foresight as in
forecasting. For example, Lintonen et al. (2014) had done a drugs foresight analysis in 2020
through the method of Delphi expert panel study. Forster & Gracht (2014) had also assessed
Delphi panel composition for strategic foresight based on company-internal and external
participants.

Model of Impelling Technology Foresight Model (ITFM)

Definition and Hypothesis

As is stated above, impelling technologies are such technologies that could bolster, lead and
push the scientific development and technology progress and drive the existing industry fast
develop and bread emerging industry in given fields. However, this definition explains only
the functional feature reflecting the results generated by impelling technologies, and lacks the
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description of its inherent features, especially the features at the early stage of technology
lifetime, which are much more important to foresee whether a technology at the early stage
could become impelling technologies. Therefore, the inherent features of impelling
technologies especially the features at the early stage could be used as indicators for reflecting
impelling technologies. Thus, some hypothesises had been proposed as the theoretical base
for constructing an Impelling Technology Foresight Model (ITFM) for foreseeing impelling
technologies, particularly in the field of life science.

Hypothesis 1. Viewed by the concept of technology life cycle, technologies’ development
process can be divided into four stages (Little, 1981) of emerging, growth, maturity and
saturation. Impelling technologies grow rapidly to the stage of maturity after short growth
stage. Impelling technologies seldom show signs of turning to saturation stage for their
competitive impact could remain much longer than non-impelling technologies. In order to
evaluate the current stages of a technology, patents have been widespread used to do such
analysis. For example, Patent analysis was applied by Zhou et al. (2014) to monitor the
developmental stage of a particular New and Emerging Science & Technologies, dye-
sensitized solar cells (DSSCs), and traced its potential evolutionary pathways. Some other
related works have high impacts include Haupt, Kloyer & Lange (2007), Trappey & Wu
(2011), Jarvenpaa, Makinen & Seppanen (2011), etc. This paper uses patent data to disclose
the different/given features at the different stages of impelling technologies.

Hypothesis 2. During the development process of an impelling technology, pushing policies
or programs usually would like to be attracted to boost the progress of impelling technology.
For example, Human Genome Project has been the first major foray of the biological and
medical research communities and it boosted the development of an array of new
technologies (Collins, Morgan & Patrinos, 2003), among which Recombinant DNA technique
have achieved considerable development and have also been generally recognized as an
impelling technology in the field of life science.

Hypothesis 3. Impelling technologies have higher level of collaboration, especially in patent
assignees’ collaboration. A lot of studies have shown that there is a positive correlation
between collaboration and better production of science. For instance, Guimera, et al. (2005)
pointed out that collaboration could spur creativity, solving old problems and inspiring fresh
thinking. In the field of scientific researches, Whitfield (2008) pointed out that there is a
picture of science's increasingly collaborative nature and which determine a team's success.
Wuchty, Jones and Uzzi (2007) found that there's something about between-school
collaboration that's associated with the production of better science. Kato & Ando (2013)
found a positive correlation between their research performance and degree of
internationalization.

Hypothesis 4. Impelling technologies have higher level of impacts. Citation-based analysis is
the most frequently used method to carry impact analysis. The original use of citation for
evaluation is Journal Citation Reports from Thomson Reuters to evaluate journals impact
factors. Garfield (1979) pointed out that citation analysis could introduce a useful measure of
objectivity into the evaluation process at relatively low financial cost. Numerous approaches
have been devised to assess future technological impacts based on patent citation information
with the core purpose of identifying the current technologies that will drive technological
changes over the coming few years (Lee et al., 2012). There are also some network-based
method were used to do technology impact analysis. For example, Ko et al. (2014) presented
a combined approach for constructing a technology impact network basing on patent co-
classification and identifying the impact and intermediating capability of technology areas
from the perspective of a national technology system. This paper uses paper citations to
compare the difference of impacts between impelling technologies and non-impelling
technologies.
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ITFM frame

A few factors from four aspects were introduced to validate the above hypothesis.

Technology life cycle - Evolving of patents and paper were introduced to disclose the
evolving features of impelling technologies during the four stages of emerging, growth,
maturity and saturation.

International environment - The ITFM model took only policy, plan or program as indicators
to reflect the international scientific environment although the related factors are more.
Collaboration - The following network statistics of patent assignees collaboration networks
were used to represent the collaboration features of impelling technology.

Ratio of isolates, which have no collaborators in the assignees collaboration networks G.
Counted as n (isolates)/n.

Ratio of nodes in the largest cluster, counted as n (largest cluster)/n.

Ratio of clusters compare to nodes, counted as #clusters/n.

Average degree, let N(i) be the set of assignees collaborating with assignee i. The total
number of collaboration assignees with assignee i is the degree of assignee i and is
defined as n(i) = |N(i)|. The average degree of a network G is defined byn(G)=Xi \n(i)/n.

Diameter, which is measured by shortest-path length, has been used to estimate the stage
of development through documentation data (Chen, Borner & Fang, 2013, Bettencourt,
Kaiser & Kaur, 2009) or patent data (Chen & Fang, 2014). There is a theory that
collaboration graph that densify with constant or decreasing diameters. All these studies
have showed that collaboration graphs in several scientific and technological fields
exhibit initial rapid growth in their diameter, which then tends to stabilize and stay
approximately constant at 12~14 (Bettencourt, Kaiser & Kaur, 2009). The assignees
collaboration network diameters seem to stabilize at about 12 when a technology come
into the stage of maturity (Chen & Fang, 2014).

Note that n is the total number of nodes in the network.

Impact - Two factors of times cited per paper and times cited per patent were used for
expressing the technology impacts.

The ITFM frame is listed in Table 1, which is the origin of the following case study.

Table 1. Factors contributing to the ITFM.

For validating hypothesis

Factors (purpose)

evolving of papers
evolving of patents

Technology life cycle hypothesis 1

International scientific environment

policy
plan or program

hypothesis 2

ratio of isolates

ratio of nodes in the
largest cluster

ratio of clusters hypothesis 3
compare to nodes

average degree
diameter

Collaboration-patent assignees
collaboration networks

times cited per paper
times cited per patents

Impact hypothesis 4
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Data and methods

According to the opinions of thirty experts in the field of life science through email
consultation, Recombinant DNA (RbDNA) and Monoclonal Antibody (mAb) were selected
as impelling technologies to carry out case study. ELISA Diagnosis (ELISA) and
Fermentation Technology (FT) were defined as non-impelling technologies to be control
group.

Publications in Web of Science™ from 1960s to 2012 (publication year) and US patents in
Derwent Innovations Index™ from 1970s to 2012 (basic patent year, defined by DII based on
the earliest year of all the publication dates of all members of a patent family) were chosen as
quantitative data of case study. Data was acquired from the Web of Science in May 2013.
Thomson Data Analyzer (TDA) and Science of Science (Sci”) Tool (http://cns.iu.indiana.edu)
were used to extract the statistic and network information.

Search terms to retrieval papers and patents are listed in Table 2.

Table 2. Search terms used for this study.

Papers Patents

o oS or bt DN . om cianorss
A cloing or mmolectiar cloning BEMC 0 C12N-015/90

cloning”)

TS=(("monoclon* antibod*") OR (monoclon* same

mAb - htibod*))

IP=C12P-021/08

IP=(C12C-011/* OR
C12G* OR CI12P* OR
Cl12J%) AND
TS=ferment*

TS=elisa, removed the papers in WC class of
Spectroscopy, Optics, Physics Condensed Matter,
Nuclear Science Technology, Behavioral Sciences,
Astronomy Astrophysics and Microscopy.

FT TS=ferment*

ELISA TS=Elisa

Results and Analysis

Evolving of papers and patents

Papers and patents are two external indicators for reflecting the evolving of technologies. The
output of papers and patents of the two impelling technologies and two non-impelling
technologies were normalized to 1 by their numbers of papers in 1990 and numbers of patents
in 2002 separately. The reason of choosing 1990 was that the year 1990 was a jumping-off
year, after when the number of papers jumped at least more than three times in 1991. The
reason of choosing 2002 was that the year 2002 was a dividing crest, which year had the
maximum number of patents, except for FT. Fig. 1 illustrates that the number of papers of
both the two impelling technologies stabled at a certain range after three or four years
development following the jumping-off from 1990 to 1991. The patents trends show that the
number of patents of impelling technologies stabled at a certain level after two years of the
patent outputs peak. However, both the papers trends and patent trends of non-impelling
technologies had no stable signal no matter which way they go, increase or decrease
constantly.

In order to compare the features of impelling technologies at different stages of life cycle,
time were sliced into four sections, -1986 (emerging stage), 1987-1993 (growth stage), 1994-
(maturity and saturation stages). This division mainly depended on the evolving histories of
the two impelling technologies. Although it was not adaptive for on-impelling technologies it
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had also been used for distinguishing non-impelling technologies’ life cycles with the purpose
of comparison.
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Figure 1.Growth of papers and US patents.

International scientific environment

Through watching the histories of the two impelling technologies, we found that Human
Genome Project, the first major foray of the biological and medical research communities
launched in 1990, boosted the two impelling technologies fast into maturity stage, which
could be reflected by the jump of the number of papers. Nevertheless, although the two non-
impelling technologies, ELISA and FT, had also been boosted by the Human genome Project,
these two technologies had not entered into maturity stage throughout. Actually, beside for
the Human Genome Project, there were still more crucial policies had been drawn and put
into effect. For example, USA had announced the first Recombinant DNA research
Guidelines for normalizing such researches. Even till now, government still made positive
policies to maintain the driving functions of impelling technologies. For instance, US Federal
Court ruled that synthetic DNA could be patented, which might become a new pushing for the
development of RbDNA.

In the aspect of industry, at the stage of growth there were one or a few professional
companies born and the number of companies rose sharply at the stage of development and
the early maturity stage. For instance, benefited from the development of RbDNA, the first
biotechnology company Genentech had been established in 1976. When an impelling
technology is mature, the relevant industry would expand rapidly. For example, mAb had
brought a rapid growth market of 26 billion USD in 2006 while it was only 4 billion in 2002.

Patent assignees collaboration networks

Figure 2 and Figure 3 illustrate the network features of patent assignees collaboration
networks. It is clearly showed in Figure 2c that as time gone on, the ratio of isolates
(assignees have no collaborators) decreased year by year and seemed to stabled at a certain
level. However, the ratios of isolates of the impelling technologies were much lower all along
than that of the non-impelling technologies. The values of the latter were more than twice of
the former. The gap was enlarged to more than three times at the stage of development. As a
result of the reduction of isolates, the clusters increased and there were many a big cluster
became bigger and bigger. It has to be noted that an isolate was also regarded as a cluster.
Therefore, a network with high level of collaborative behaviours must has less clusters
because of much more isolates and small clusters tend to merge to bigger clusters. Thus the
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excellent performance of collaboration leads to generate a super big cluster and less ration of
clusters (see Fig. 2a). Figure 2b shows that the biggest cluster of impelling technologies
gathered about more than half of the total number of assignees particularly after the stage of
development, which was much higher than that of the non-impelling technologies.
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Figure 3. Diameters and average degrees of assignees collaboration network.

Benefited from the good network performance, the impelling technologies had higher average
degree all the time. It was about three times higher than that of the non-impelling technologies
at the stage of maturity, ten and four times during the period of growth and development
respectively.
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Impact

The average times cited of papers and patents of the two impelling technologies and two non-
impelling technologies were illustrated in Figure 4.
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Figure 4. Average times cited of papers and US patents.

The results showed that the average times cited of papers of impelling technologies was two
times higher than non-impelling technologies during the whole period of this analysis. The
value of impelling technologies was 30 and 50-80 compared to 18 and 20 of non-impelling
technologies at the stages of growth (before 1986) and development (1987-1993). For patents,
the average times cited of impelling technologies and non-impelling technologies were 66 and
7 in stage of growth, 24 and 9 in stage of development correspondingly. However, the
advantages of impelling technologies were eroded as time goes on in the stage of maturity.

Quantitative ITFM

Through the above case study we might conclude some unique features of impelling
technologies in the field of life science.

First, impelling technologies had higher rates of evolution from the stage of growth to
maturity, which could be illustrated particularly by the papers evolving patterns. When it
comes to the technologies of RbDNA and mAb, it took only about one year that both of the
two impelling technologies had finished their transform. At the same time, impelling
technologies represented distinct feature at the stage of maturity. Nevertheless, the two non-
impelling technologies represented no obvious such transformation. It seemed like that both
the two non-impelling technologies were still at the stage of growth. However, the
fermentation technology had a much longer history than both the two impelling technologies.
The reason of it represented such evolutionary feature might just due to the position as a non-
impelling technology, which contributes more and more to the society development, but
always is a applied technology and will not play more impelling functions.

Second, significant policies or programs boosted the rapid progress of impelling technologies.
Although non-impelling technologies had also been pushed by specific policies or plans, the
range was lower than that of impelling technologies. When the impelling technologies
switched into maturity stage, they usually drove the explosive increase of industry.

Third, impelling technologies had much higher impact than non-impelling technologies,
which could be reflected by the times cited per paper/patent. The value of times cited per
paper/patent of impelling technologies was two to three times higher than non-impelling
technologies. It was highlighted during the process of involving from the stage of
development to maturity. In the case of life science, for papers, the value of impelling
technologies was 50-80 compared to 20 of non-impelling technologies, for patents, the values
were 24 and 9 correspondingly.
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Last, collaboration behaviour measured by the collaborations of patent assignees was much
more broad and general for impelling technologies. Assignees collaboration networks of
impelling technologies had fewer isolates, and there were only about 20% assignees were
isolates at the stages of development and maturity. Much more assignees had collaborated
with others and become much bigger clusters with a result of the number of clusters decreased.
The biggest cluster (principal component) gathered a large number of assignees that took up
more than half of the total number of all nodes in the networks at the stage of maturity. As a
result, the average degree of impelling technologies reached to 3 which were three times to
that of non-impelling technologies at the stage of maturity. The diameters of impelling
technologies stabilized at 12 at the stage of maturity. Non-impelling technologies had no such
features of stable diameters.

The results indicate that hypothesises listed above were answered by the case study. Based on
the results of the comparison of impelling technologies and non-impelling technologies in the
field of life science, a quantitative model is induced in table 3. The model can be used for
foreseeing any new impelling technologies that have just born or at different stages, especially
at the stages of development and maturity.

Table 3 Quantitative ITFM.

Indicators Features
Growth (-1986) |  Development |  maturity (1994-)
(1987-1993)
Policies, plans New incentive, | Pushed i Still focus of policies,
&projects convenient i significantly by plans & projects
International scientific | ______ . | _ policies enacted . major project i
environment Industry Start-up : Number of » Industry expand rapidly
companies companies would ;
; rise sharply
' Papers evolution / Evo.lved into. Stable (no sign of
Evolving of papers and ¢ Maturity stage in stable)
patents | | . o fewyears o
Patents evolution Steady increase ;  Steady increase | Stable(no sign of stable)
Ratio of isolates 40% (95%) 20% (70%) 20% (50%)
Nodes in the largest 20% (10%) 35% (3%) 55% (10%)
Collaboration-Features of cluster/nodes : :
patent assignees ___f#clusters/#nodes | 60%(97%) i 35%(80%) i 30%(65%)
collaboration networks | Averagedegree | 1(0.0) S 2005, .. e 3D
diameters 3() : 12 (3) . Stable at 11-14 (no sign
of stable)
average times cited 30(18) 50~80 (20) Decreased yearly
_______ of papers. |
Impacts average times cited 66 (7) 24 (9) ' No difference between
of patents impelling and no-
' . impelling technologies

Notes. The values of non-impelling technologies were listed in brackets.

Discussions

This paper defines impelling technologies and constructs an ITFM model for foreseeing
technologies that have potential to become impelling technologies. There is no doubting that
this is an attractive topic all the time for many kinds of scientists, policy makers and
stakeholders. The theoretical basis of this study is the positive correlation between the four
hypothesises and the performance of an impelling technology. Four classes of indicators were
introduced into the ITFM model and demonstrated on two impelling technologies and two
contrasted non-impelling technologies in the field of life science. Indeed, this work is the first
study about impelling technologies foresight and got some valuable results which could be
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used for many new technologies foresight, such as synthetic biology. Such application study
would be carried out in the near future.

Nevertheless, there are still some shortages of this study. First, the ITFM model can be used
only for evaluating existed technologies and not for future technologies that have not born yet.
Indeed, this topic is also interesting and important. Second, the values in the ITFM were
concluded from the four technologies from life science, which might volatile when used in
other fields. Actually, different impelling technologies even in the field of life science might
get different values. Therefore, the values in ITFM model are referenced values. The relative
performance of impelling technologies is more important when the model is used for
evaluating other technologies. Third, impelling technologies foresight is a complex question,
which is hard to be identified easily through one or two models or methods. There must be
many other indicators that could reflect the unique features of impelling technologies.
Therefore, this work is just a beginning of such efforts for foreseeing impelling technologies.
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Abstract

This paper describes the process by which almost all authors of papers in the Web of Science (WoS) can be
characterised by their sex and ethnicity or national background, based on their names. These are compared with
two large databases of surnames and given names to determine to which of some 160 different ethnic groups
they are most likely to belong. Since 2008 the authors of WoS papers are tagged with their addresses, and many
have their given names if they appear on the paper, so the workforce composition of each country can be
determined. Conversely, the current location of members of particular ethnic groups can be found. This will
show the extent of a country's "brain drain", if any. Key results are shown for one subject area, and inter alia it
appears that the majority of researchers of Indian origin who are active in lung cancer research are working in
the USA. But East Asians (Chinese, Japanese and Koreans) tend to stay in their country of birth.

Conference Topic
Methods and techniques

Introduction

There is continuing research interest in the sex and ethnic composition of research personnel.
A brief survey of the literature in 2013-2014 indicates that there is a widespread interest in the
problems faced by female researchers (no fewer than 24 countries were involved in such
research, and there were 71 papers in the two years, including several exploring the problems
in countries outwith North America and western Europe (e.g., Gonenc et al., 2013; Homma,
Motohashi, & Ohtsubo, 2013; Bettachy et al., 2013; Isfandyari-Moghaddam & Hasanzadeh,
2013; Garg & Kumar, 2014). However there is much less interest in the situation of ethnic
groups, and that only in the USA (Griffin, Bennett & Harris, 2013; Pololi et al., 2013;
Campbell et al., 2013; Hassouneh et al., 2014), with one exception (Johansson & Sliwa, 2014;
Sliwa & Johansson, 2014), which concerned foreign women in a UK business school.
Attention in the USA is focussed almost entirely on under-represented minorities (African-
Americans, Hispanics, and in some cases Native Americans), and hardly at all on the
problems that may be encountered by researchers of Asian origins, notably Chinese and
Indians, who may have to cope with difficult immigration (Teich, 2014), integration and
living experiences when they move to the USA. In fact, as we shall see, they are hardly
"under-represented minorities" but rather over-represented compared with their presence in
the population. (A fuller survey of the relevant prior literature was given in Roe et al., 2014.)

This paper provides a method whereby the researchers in a given scientific subject area can be
characterised by their ethnicity or national background and their sex. This is important for
science policy, including the monitoring of the changing roles and positions of women in
research and the extent to which a country is welcoming to researchers from abroad and helps
them to integrate. It builds on the methods described earlier (e.g., Roe et al., 2014) but now
allows all the authors on multi-national papers to be classified, and is applicable to all the
countries represented in the subject area. Conversely, it can reveal the location of researchers

932



of any particular ethnicity or national origin. The methods have been applied to the subject
area of lung cancer research, and results for this area are given in some detail, but they can
equally be applied to any other research area.

Attention was focussed on 24 leading countries, responsible for the large majority of global
lung cancer research output, as shown in Table 1 with their digraph ISO codes. However,
some results are also given for others, because the database listed all countries contributing to
lung cancer research, and researchers with names characteristic of 90 different countries.

Table 1. List of 24 leading countries in lung cancer research, 2004-13.

Countries ISO | Countries | ISO | Countries 1ISO | Countries 1SO
Australia AU | Denmark | DK | Japan JP | Sweden SE
Austria AT | France FR | Netherlands | NL | Switzerland CH
Belgium BE | Germany | DE | Norway NO | Taiwan ™
Brazil BR | Greece GR | Poland PL | Turkey TR
Canada CA | India IN | South Korea | KR | United Kingdom | UK
China (PR of) | CN | Italy IT | Spain ES | USA US
Methodology

The file of lung cancer papers (articles and reviews) was obtained from the Web of Science
(WoS) for the six years, 2008-2013, from the intersection of two "filters". One was for cancer,
and was based on journal names and title words. These included the names of many
individual cancers, genes known to pre-dispose people to an enhanced (or reduced) risk of
cancer, and specialist drugs and other treatments such as radiotherapy. The other was for lung
disease, and consisted of a number of specialist respiratory journals, such as Experimental
Lung Research, Jornal Brasileiro de Pneumologia, Lung and Respiration, and two title words
lung and trachea*. In addition, all the papers in the journals Lung Cancer and Clinical Lung
Cancer were retained, together with papers with SCLC or NSCLC in their titles. The file
contained details of 22,433 papers.

The analysis of the researchers was based on their names, both surnames and given names.
The surnames were compared with our listing of 2.6 million family names which is based on
records of the majority of the adult population in the following countries: Australia, Brazil,
Denmark, Germany, Ireland, Italy, Netherlands, Norway, South Africa, Spain, Sweden, the
UK and the USA as well as surname frequency distributions for Austria, Belgium, France,
India and Japan. For some countries in Eastern Europe and the Middle East, the files were
supplemented by data on the names of scientists from these countries found in the WoS. We
were able to classify names into over 160 different ethnicities, nationalities and regions within
countries, but in this study the classification was simplified to include own country and eight
main groups:

¢ own country (OWN) — this also included representatives of countries who have been
the main sources of immigrants, such as France and the UK in Canada;

e other European country (EUR: Albania, Balkan, Belgium, Bosnia, Britain, Bulgaria,
Croatia, Cyprus, Czech, Denmark, Estonia, Finland, France, Germany, Greece,
Hungary, Iceland, Ireland, Italy, Latvia, Lithuania, Malta, Montenegro, Netherlands,
Nordic, Norway, Poland, Portugal, Romania, Russia, Serbia, Slovakia, Slovenia,
Spain, Sweden, Switzerland);

* Latin America (LAT: including Brazil, Guyana and Mexico);

* Levant and Mediterranean (LEV: Algeria, Egypt, Israel, Lebanon, Libya, Morocco,
Saudi Arabia, Tunisia, Turkey, Ukraine);
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* Africa (AFR: Afrikaaner, Angola, Cameroon, Congo, Eritrea, Ethiopia, Ghana, Ivory
Coast, Kenya, Malawi, Mauritius, Nigeria, Sierra Leone, Somalia, Sudan, Uganda);

* South Asia (SAS: Bangladesh, Burma, India, Pakistan, Sri Lanka);

¢ China (CHI);

e other Asia (ASI: Afghanistan, Armenia, Azerbaijan, Cambodia, Georgia, Iran, Iraq,
Japan, Korea, Laos, Malaysia, Mongolia, Nepal, Philippines, Singapore, Thailand,
Vietnam);

¢ other non-European and Oceanic (OCE: Australia, Caribbean, Fiji, Indonesia, New
Zealand).

The methodology is more fully described in a recent paper by Roe et al. (2014).

Given names often (but not always) connote the sex of the person, and we have compiled a
list of some 0.7 million such names, including some misspellings and phonetic
misrepresentations. This has recently been complemented with the given names of all UK
doctors on the Medical Register — over 328,000 individuals, many of whom come from other
countries. Some given names connote a different sex in different countries — for example,
Andrea is female in the UK but male in Italy. A few countries (in the present study, only
Poland) have surnames with gender endings and this can also be used to determine the sex of
an author.

In (Roe et al., 2014), attention was confined to papers from a single country, but we were now
able to identify the names of the authors from each of the countries in a multi-national paper
because the WoS lists them with their addresses in the following format:

[Scagliotti, Giorgio V.] Univ Torino, Thorac Oncol Unit, Dept Clin & Biol Sci, S

Luigi Hosp, 1-10043 Turin, Italy; [Germonpre, Paul] Univ Ziekenhuis Antwerpen,

Edegem, Belgium; [Planchard, David] CHU Poitiers, Poitiers, France; [Reck,

Martin] Krankenhaus Grosshansdorf, Grosshansdorf, Germany, [Lee, Jin Soo] Natl

Canc Ctr Korea, Goyang, South Korea, [Biesma, Bonne| Jeroen Bosch Ziekenhuis,

Shertogenbosch, Netherlands; [Szczesna, Aleusandra] Mazowieckie Ctr Leczenia

Chorob Pluc & Gruzlicy, Otwock, Poland; [Morgan, Bruno] Leicester Royal Infirm,

Dept Radiol, Leicester, Leics, England

although not all the authors have given names that would allow their sex to be determined.

A special macro was written to enable the names of all authors from each of the countries to
be listed in appropriate columns of a spreadsheet for each paper. These were then each
classified by national group and sex, where available, so that the contributions of each of the
national groups and sexes could be determined. However, the main analysis was performed
on the long list of 84,533 different names, each of which was associated with a country and
had its frequency of occurrence listed. For each of the 24 selected countries, and for the rest
of the world (RoW), the composition of the lung cancer research workforce and the
contributions (sums of the numbers of papers) from researchers from each ethnic group (or
world region) were determined.

However, we found during our analysis that some East Asian names belonging to researchers
working in China, Japan or South Korea, had been misclassified as European as they were
ambiguous, such as Jung, Lee and Park. It was obvious from the given names of these
researchers if they were Orientals or Europeans. Thus Jung, Andreas working in Germany
was clearly German, but Jung, Deuk-Kju working in South Korea was Korean. Likewise,
Park, Bernard J. working in the USA was considered to be of European origin, but Park,
Byung-Joo in Korea was taken as Korean. These were manually corrected, and some other
adjustments to ethnicity were made.

It also became apparent that some names with different given names or initials actually
referred to the same person. Thus there were only two Aaronsons in our list of researchers,
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one was Neil and the other Stuart A. Both could be classed as male. Another Aaronson, S.A.
was clearly the same as Aaronson, Stuart A, and so could be counted as male. We were able
to sex quite a lot of researchers without given names in this way.

Results

The data on the national origins and on the sex of the lung cancer researchers in the 24
selected countries, plus the Rest of the World, were obtained from a large file that looked like
this:

Table 2. Small excerpt from the file listing the names of all lung cancer researchers.

Name Country 1SO Count | Ethnic | Sex Region
Aakre, J. USA US 1 | NO M EUR
Aakre, Jeremiah China CN 1| NO M EUR
Aakre, Jeremiah A. USA UsS 4 | NO M EUR
Aamini, Mahnaz Iran IR 1] 1R F ASI
Aapro, M. Switzerland CH 1| FI X EUR
Aarab-Terrisse, S. France FR 1| MA X LEV
Aarndal, Steinar Norway NO 2 | NO M EUR
Aaron, Jesse USA UsS 1| UK M EUR
Aarons, Y. Australia AU 1| ES F EUR
Aarons, Yolanda Australia AU 1| ES F EUR

The top person in this list evidently worked both in China and the USA, and the first and
ninth names were sexed by comparison with the row(s) below.

For the analysis by sex, all 24 countries, plus the RoW, have been included in Table 3. The
table shows the percentages of names that could be sexed, and the percentage of such names
that were female. The calculation was made both for the number of researchers (this will be
an over-estimate, as in Table 2 there are only 7 people, not 10) and for their total
contributions.

The high percentage of females in China is clearly anomalous as fewer than half the names
could be sexed — this was also the case for Taiwan and Korea. Among European countries,
Canada and the USA, on average just over 80% of names could be sexed, and the female
percentages are therefore more reliable. Austria, Belgium, Germany and the Netherlands
score noticeably low on female participation. On the other hand Poland, a former Communist
country where females were strongly encouraged to work (Webster, 2001), ranked highly, and
the 10 other eastern European countries (the new "accession Member States" of the European
Union) as a group ranked more highly still, with an actual majority of female researchers
(51.5%) though their collective contribution was only 46.6%.
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Table 3. Analysis of lung cancer researchers in different countries by sex. P = number of people;
C = number of contributions (integer count). F = number of females; M = number of males.
Countries are ranked by percentage of female researchers.

Total Males | Females | Unknown | Sexed, % | F/(M+F), %
1SO P Cc| C/P P P P P C P C
CN 13500 | 29897 | 2.21 2241 3918 7341 | 46 42| 63.6| 639
RoW | 5226 8475 | 1.62 1920 1733 1573 | 70 74| 474 458
PL 842 1643 | 1.95 396 348 98 | 88 91| 46.8 | 432
IT 4647 9220 | 1.98 | 2060 1802 785 | 83 87| 46.7| 39.6
BR 721 911 | 1.26 338 282 101 | 86 86| 45.5| 439
ES 2300 4376 | 1.90 983 808 509 | 78 81| 45.1| 42.2
KR 3990 | 10533 | 2.64 938 754 2208 | 42 43 | 44.6 | 447
TR 1827 2747 | 1.50 819 648 360 | 80 83| 442 39.0
SE 560 1159 | 2.07 268 205 93| 84 86| 43.3| 39.7
™ 2867 8243 | 2.88 508 378 1981 | 31 34| 42.7| 38.5
WId | 36480 | 77204 |2.12 | 10471 10876 15139 | 59 56| 50.9| 48.5
FR 3319 7976 | 2.40 1346 946 1027 | 69 80| 41.3| 38.2
DK 502 965 | 1.92 257 179 66 | 87 90 | 41.1| 44.0
UK 2908 4782 | 1.64 1403 914 591 | 80 84| 394 | 35.1
us 19962 | 44423 | 2.23 | 9854 6416 3692 | 82 84| 394 | 349
AU 1101 2336 | 2.12 531 343 227 79 84| 39.2| 38.6
GR 1247 2194 | 1.76 620 369 258 | 79 85| 37.3| 31.1
CA 1933 4585 | 2.37 940 551 442 | 77 79| 37.0| 37.1
IN 940 1339 | 1.42 363 212 365| 61 62| 369 | 343
NO 300 923 | 3.08 172 95 33| 89 93| 35.6| 262
NL 1638 3738 | 2.28 865 462 311 | 81 86| 34.8| 31.1
CH 756 1293 | 1.71 417 212 127 | 83 87| 33.7| 29.6
BE 606 1186 | 1.96 287 143 176 | 71 72| 333 | 289
AT 412 851 | 2.07 242 105 65| 84 89| 30.3| 23.1
DE 3523 6935 | 1.97 | 2083 841 599 | 83 88| 28.8| 23.9
JP 8900 | 24503 |2.75| 4260 1703 2937 | 67 68 | 28.6 | 22.1

The five South American countries (Argentina, Brazil, Chile, Colombia and Venezuela) also
scored well for female participation with nearly 46% of researchers and 44% of contributions,
slightly higher than the values for Brazil alone. The three Mediterranean Latin countries
(Italy, Portugal and Spain) also scored well, and Portugal had the highest female participation,

with over 61% of female researchers, whose contribution was 58%.

The correlation of the percentage of females in the above table (for the 11 countries for which
a comparison could be made) with that obtained from another (unpublished) study on cancer
screening where a similar methodology was used is quite high (r* = 0.63). However lung
cancer averaged only 39% compared to 46% for cancer screening. Sweden was an exception,
with a higher female percentage in lung cancer (43%) compared with 40% for cancer
screening.
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For the analysis of ethnicity/national origins of the researchers, we first determined the
percentage of researchers with "own country” ethnicity. Table 4 shows, for each country, the
national background(s) of the names that were selected and the corresponding percentages of
their numbers and contributions.

Table 4. Numbers and percentages of "own country" researchers

Country | Own CU P, % | C % Country | Own CU P, % | C %
BR BR 264 | 27.1 NL NL 62.9 63.8
DK DK,SC 41.0 | 41.8 IN IN 67.8 68.3
CA FR,UK 42.0 | 429 ES ES 68.3 67.3
SE SC,SE 48.2 | 50.7 DE DE 70.3 71.2
AU UK 51.9 | 55.7 BE BE,FR,NL 76.2 72.2
NO NO,SC 553 | 58.8 ™ CN 78.9 74.5
FR FR,UK 58.5| 60.6 PL PL 80.0 76.7
UK UK 59.8 | 60.1 CN CN 83.7 85.3
US EUR 60.1| 614 TR TR 85.6 86.6
GR GR 60.5 | 64.0 IT IT 90.5 91.2
AT DE 619 595 KR KR 92.4 92.9
CH DE,FR,IT | 62.0| 64.9 JP JP 95.3 96.3

The result for Brazil is anomalous, as most of its researchers are descended from Europeans
and would have European or Latin American names. (A scientific conference in Caxambu of
the Brazilian Biochemical Society, which one of us attended in 1994, was almost entirely
populated by Brazilians who appeared to be of European origin.) If these are allowed as "own
country" names, then they would represent 90% of Brazilian researchers with a contribution
of 91%.

The countries with the greatest fraction of their lung cancer workforce of non-native origin
appeared to be the Nordic ones (Denmark, Sweden and Norway), and Canada. The UK also
had a high proportion of its lung cancer researchers with non-national ethnic backgrounds
(40%) and the same percentage of contributions. On the other hand, Italy had only 10% of
non-Italians, and Korea and Japan even fewer foreigners (8% and 5% respectively) though
there were rather more in Taiwan (21%) and in China (16%). This feature of Italian research
was found in a previous study (Roe et al., 2014).

We now consider the contribution of other European researchers to the lung cancer research
of the 14 selected European countries. This is shown in Table 5.

Table 5. Contributions of researchers from other European countries to the lung cancer
research of 14 selected European countries. P = people; C = contributions (integer count).

Other EUR, % Other EUR, % Other EUR, %
Country P C Country P C Country P C
DK 524 538 FR 28.7 29.5 ES 17.3 19.9
NO 36.3 | 27.1 CH 27.4 25.4 BE 16.7 22.1
SE 357 36.1 NL 27.0 27.1 PL 16.4 19.5
GR 339 | 322 DE 21.5 21.2 IT 6.6 6.0
AT 33.7| 374 UK 21.3 21.3
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The results are similar to those of Table 4, except that the UK dropped from fifth to tenth
place with its proportion of other European nationals among its lung cancer researchers. Its
acceptance of non-Europeans was therefore correspondingly greater. There were 7.0% with a
South Asian background, three fifths of them Indian, 3.1% Chinese and 4.0% from other
Asian countries. These percentages are much higher in Europe except that Sweden had a
slightly greater percentage of researchers of Chinese origin. The UK also had 2.2% of lung
cancer researchers with North African or Levantine names (third highest in Europe), 0.8%
with African names (second to the Netherlands) and 0.7% with names from Latin America
(highest in Europe). Altogether, its lung cancer research population with non-European names
amounted to 19% of the total.

These percentages can be compared with census data for England and Wales in 2011 (ONS,
2012). There were about 5.3% of "other White" including Irish (corresponding approximately
to "other Europeans" in the above table), 2.5% of Indian origin, 4.2% of other Asians, and
0.7% of Chinese. So the Chinese were over-represented among lung cancer researchers by
3.1/0.7 = 4.4, the Indians by 4.2/2.5 = 1.7 and other Asians were slightly under-represented by
4.0/4.2 = 0.95. The other Europeans were also over-represented by 21.3/5.3 = 4.0. Many of
the Chinese would have been graduate students and would probably have returned to China or
gone elsewhere after obtaining their doctorates or other degrees.

Canada and the USA were even more accepting of non-Europeans, and their percentages of
the different groups are shown in Table 6. Almost 40% of US lung cancer researchers were of
non-European ethnicity or national background, of whom by far the largest group were
Chinese (13.8% of the total), followed by Indians (5.8%) and Koreans (3.5%). Despite the
large numbers of Latin Americans now in the population, they represent only 4.3% of
American lung cancer researchers, even when people with Brazilian, Portuguese and Spanish
names are included. US Census data for 2010 show that "Latinos" accounted for well over
one third of those living in the USA but born abroad, compared with the Chinese (5%) and
Indians (4%). However, only 5% of them had university degrees, compared with 50% of the
Chinese and 74% of the Indians (US Census Bureau, 2012).

Table 6. Percentages of non-European lung cancer researchers in Canada and the USA.

CHI AST SAS LEV LAT AFR Other Total
CA 11.0 9.6 5.6 4.2 0.9 04 2.7 34.4
UsS 13.8 9.6 7.7 4.5 1.4 1.0 1.8 39.8

The file also allows us to determine where lung cancer researchers with given ethnicities are
now based and how much they are contributing to either their countries of origin or their new
host countries. We previously found (Basu, Roe & Lewison, 2012) that the output of cancer
research papers by people of Indian origin now living in Canada and the USA was greater
than that of Indians remaining in India. In lung cancer research, of the 2,233 researchers with
Indian names, over half (1,164 or 52%) are working in the USA and only 637 (28.5%) in
India. There are 124 in the UK, 80 in other European countries, 73 in Canada and 155
elsewhere. The situation is very different for the Chinese, Japanese and Koreans, see Table 7.
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Table 7. Current locations of lung cancer researchers from China, Japan and Korea (S).

Ethnicity | Workplace | China Europe | Japan | Korea | USA | Other Total
CN 11301 220 124 178 | 2762 2725 | 17310
JP 18 27 8485 91 341 90 8970
KR 1151 40 51 3688 | 702 443 6075
CN, % 65.3 1.3 0.7 1.0 16.0 15.7
IP, % 0.2 0.3 94.6 0.1 3.8 1.0
KR, % 18.9 0.7 0.8 60.7 | 11.6 7.3

Clearly, most of these East Asians remain in their own country, although the Chinese travel
abroad the most, and the Japanese the least, and hardly at all to China or Korea. There is also
very little movement to Japan by Chinese and Koreans, and some of the 51 Koreans working
in Japan may be ones whose families have been there for several generations. In 2005, there
were some 901,000 people of Korean ancestry living in Japan (out of a population of 128
million) or 0.7%. The percentage of the lung cancer researchers in Japan with Korean names
was 0.6%, which is slightly less.

We can also see where the lung cancer researchers with various "European" names are now -
some will have stayed in their own country, some have gone to the United States, and some
have gone elsewhere. The two figures below show the situation. The five largest countries (in
terms of numbers of named researchers) are on the left chart and the next nine are on the right
chart. However, many of those with British, German, Polish and Irish names will have been
resident in the USA for several generations rather than being recent immigrants.

12000 2000
O Other 0O Other
10000 - —
7 USA @ USA
o 1500 -
3000 - m Own country W Own country
6000 - 1000 -
4000 -
500 -
2000 -
0 0

UK IT DE

FR ES

CZ CY

NL PL IE GR SE PT HU
Figure 1. Locations of lung cancer researchers with names characteristic of different European
countries - in own country, in the USA, and in other countries.

The file of lung cancer researchers also enables us to investigate whether there is a difference
between men and women in the numbers of papers that they write. Figure 2 shows the sex
ratio F/(M+F) for groups of authors who publish sufficient papers to put them in a given
centile. Thus of the 84,533 authors, the top 1% (n = 845) each wrote at least 17 papers, and
the figure shows that just under 26% of those whose sex could be determined were female. By
contrast, the 53,143 authors with but a single paper (probably mainly graduate students) were
nearly 44% female. This shows clearly that the percentage of females falls off with
production, which is probably strongly correlated with seniority. A similar graph could be
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produced for individual countries, or ethnic groups, provided that there are enough people in
the group or country to make the analysis worth-while.
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Figure 2. Percentage of female authors whose number of lung cancer papers put them in given
centiles of the population of 84,533 authors.

Discussion

This paper greatly extends the methodology used in Roe et al., 2014 by its application to all
the papers in a subject area, including multi-national ones, and by the provision of a file of all
the named researchers, classified by their ethnicity and sex, and the country or countries in
which they were working. This allows many research questions to be addressed, and some of
them have been in this paper.

However, the methodology still has some limitations, and these are currently being tackled.
The first is that, although Aakre, J. can be identified as the same as Aakre, Jeremiah and so
classed as male, the file contains two separate entries (actually three in this case because he
also published a paper with a Chinese address), which should be amalgamated. The second
limitation is that the number of each researcher's papers is given only as an integer count, and
for many purposes it would be more useful to have a fractional count, based on the number of
different authors of each paper. This is sometimes problematic, as quite a lot of papers list
individuals with more than one affiliation. This would not matter if these are all in the same
country, as is usual, but increasingly nowadays senior researchers have appointments in more
than one country. We would need to fractionate these people's contributions by country in
order to make the sum of the individual contributions equal the number of papers (less those
with anonymous authors).

A further problem is that, although most names can be classed by country or region within it,
some can not be, at present. (The lung cancer database only has 392 names not classified by
ethnicity, less than 0.5% of the total.) This is well within the margin of error for most
bibliometric studies. However, there is a bigger problem with ambiguous family names where
the given names are not on the paper. We have approached this on the basis that most East
Asians stay in their own country (see Table 7). However this method would not apply so
strongly to Europeans, and as movement and marriage between EU Member States becomes
increasingly common, there will be more errors in attribution of researchers to countries.
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We have also found that the percentage of names that cannot be sexed is quite high, so that
the results for some countries are not at all representative — notably for China. Clearly, we
need to acquire more information on the sex associated with particular Chinese, Japanese and
Korean names, although some names may not be strictly unisexual. (This occurs also with
some European and some British given names, such as Hilary and Robin, where a minority of
holders are respectively male and female.) We previously took a ratio of at least 10:1 as
indicative of the association of a given name with just one sex, but there may be some errors,
though these could be reduced if a researcher has two given names and one can be sexed
definitively. This again will need improvements to the software.
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Abstract

One of the most important requirements of building applicable models and meaningful indicators for the use of
scientometrics at the micro and meso level is the correct identification and disambiguation of authors and
institutes. Platforms like ResearcherID or ORCID with author registration providing high reliability but lower
coverage now provide appropriate data sets for the development and testing of stochastic models describing the
publication activity and citation impact of individual authors. This paper proposes a triangular model
incorporating papers, citations and authors analogously to the dichotomous model used at higher levels of
aggregation like countries or fields. This model is applied to a set of authors in any field of science identified by
their ResearcherID. However, the main advantage of classical citation indicators to study citation impact under
conditional productivity turned out to be the main problem in this triangle: the possible heterogeneity of the
collaborating authors results in low robustness. A mere technical solution to this problem would be fractional
counting at three levels, but the conceptual issue, the different roles of co-authors causing this heterogeneity, will
never be solved by any algorithm.

Conference Topics
Methods and techniques; Data Accuracy and disambiguation

Introduction

Spectacular progress has been made in author identification, the disambiguation of names and
their institutional assignment on the basis of correct affiliation and cleaned address data
extracted from bibliographic databases. In particular, this is one of the most important and
basic requirements of building applicable models and meaningful indicators for the use of
scientometrics at the micro and meso level. Correct author identification is not only
indispensable in studies of academic careers, researchers’ mobility, authors’ publication and
collaboration patterns (Braun et al., 2001) but also in monitoring constitution and
performance of research teams (Strotman & Zhao, 2012). The task outlined here is practically
twofold: On the one hand, the large-scale disambiguation and assignment of authors forms
still one of the big challenges in scientometrics. Although the quality of disambiguation and
assignments of authors has considerably improved due to sophisticated algorithms and
scientometric techniques, e.g., using “bibliometric fingerprints” (Tang & Walsh, 2010) and
similarity patterns (cf. Caron & van Eck, 2014), automated processes proved not sufficient to
provide reliable reference standards even if optional interaction of individual authors has been
made possible. In this context author identification of the Mathematical Reviews and
Elsevier’s Scopus databases might just serve as examples. Mathematical Reviews was one of
the first databases that applied automated processes (since 1985) for author identification.
Challenges are, among others, mobility, topic shifts, career breaks, occasional and infrequent
publication activity, e.g., so-called transients (Price & Giirsey, 1976). Incorrect institutional
assignment, multiple identities as well as unresolved homonyms are still frequently observed
errors. This is contrasted by the possibly higher reliability but lower coverage of identifiers
that are based on author registration as, for instance, the ResearcherID of the Web of Science
database (Thomson Reuters) and the Open Researcher and Contributor ID (ORCID). The
latter IDs are sensitive to human errors and their willingness to regularly update and maintain
publication assignment to their IDs. A previous study has pointed to the representativeness
bias in favour of more prolific authors (Heeffer et al., 2013).
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The second issue is partially related to methodology but also of conceptual nature. The
methodological issues arise from the superposition of multiple assignments of publication to
subjects, on the one hand, and to co-authors and their particular profiles, on the other hand.
Stochastic models for publication activity and citation impact of authors, however, require
partitions, which can only partially approximated by corresponding fractionation procedures
(cf. Glénzel et al., 2014 for multiple subject assignment in the context of Characteristic Scores
at Scales at different levels of aggregation). A further issue arises from the different stages of
the individual careers of authors at the same time; while the same publication year ensures the
same age of papers in a given citation window, a pre-set publication year collects papers of
scientists who are situated in completely different stages of their careers at the same time. The
fact that a PhD student or post-doctoral fellow might collaborate with a senior scientist makes
the situation even more complex. Thus the question arises whether the same reference
standard derived from the data set should apply to the junior as to the senior co-author. And
this leads us directly to the conceptual problem: What is the weight of co-authors and their
profiles in determining standards for possible benchmarking exercises? This implies that
large-scale statistics calculated on the basis of given publication periods and selected subject
fields will not be appropriate as reference standards at the micro level but might indeed mirror
the profiles of larger institutions and countries adequately and thus serve as general model at
these levels of aggregation.

In this paper a triangular stochastic model analogously to the models used at higher levels of
aggregation will be described and opportunities and limitations of such a model will be
discussed. In the following we will mainly focus on the following questions.

1. What is the relationship between authors’ productivity and their citation impact?

2. How can the relationship between the authors’ citation impact and the impact of their
publications be described?

3. What is the possible effect of co-authorship on these patterns?

Can any reference standard for evaluative studies be derived from the model and the
empirical data?

This short introduction already adumbrates the possibilities but also the limitations of
scientometric models that are created on the basis of the identification and assignment of
individual authors. We optionally attempted to use Thomson Reuters’ Distinct Author
Identification System (DAIS), which is based on clustering author names, institution names,
and citing and cited author relationships (Thomson Reuters, 2012). As all automated
processes, this results in a broader coverage, but suffers from false positives. We have found
nearly 30 authors with more than 300 papers each in 2011 according to the DAIS and the
most productive author had 1272 WoS indexed papers. However, a simple manual check of
names and profiles of authors associated with the same DAIS code revealed different persons
with the same family name and first initial but partially different given names and different
research profiles. In order to reduce uncertainty we decided therefore to use Thomson
Reuters” ResearcherID in conjunction with journal articles published in the same year
hazarding the consequences of representativeness bias. From the viewpoint of the model and
the analysis this restriction is, however, immaterial. In this context we would like to stress
again that the possible biases in representativeness of author selection is insignificant from the
viewpoint of the creation and applicability of the model. More important in this context is the
reliability of identification of the authors and their affiliations. Nevertheless, we will first
have a look at representativeness of author selection on the basis of Thomson Reuters’
ResearcherID (RID). This first part of the analysis forms a straight continuation of a previous
study on productivity of registered authors by Heeffer et al. (2013).
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Data sources and data processing

All papers indexed as articles, proceedings papers, reviews and letters in the 2011 volume of
Thomson Reuters Science Citation Index Expanded (SCIE) have been selected. The reason
for this choice of a single year publication window, which results from structural properties of
author representation and productivity reflected by annual document indexation in
bibliographic databases, is as follows. We have already mentioned at the outset that citation
processes of scientific papers published in the same year have the following properties:
Within a given citation window, all documents in the set have the same age at any particular
time and the citation process is not homogeneous, that is, citation frequencies at the initial
period differ from those at later stages. Paradigmatically this phenomenon has been
characterised as a combination of phases of maturing and decline in citation processes
(Glénzel & Schoepflin, 1995; Moed et al., 1998). As a consequence, enlarging the citation
window will not simply result in a multiplication of citations by a factor proportional to the
length of the window. The situation is completely different when a population with
heterogeneous age structure is underlying the process and authors are constantly entering and
leaving the system. While the citation process of a fixed document set can be described, for
instance, by a simple birth process (e.g., Glidnzel & Schoepflin, 1994), the publication
distribution of an author set, which is subject to changes and interacts with the “environment”,
requires a different model taking also the effect of immigration and emigration into account.
Such model has been proposed by Schubert and Glénzel (1984). This is the situation we find
in any publication period in a bibliographic database: Newcomers are entering the author
population, terminators are leaving the system and continuants are members of the population
for a longer time including the complete period under study (cf. Price & Giirsey, 1976). As a
consequence, publication activity in a longer time period can be simulated by multiplying
productivity by a proportionality factor according to the length of the period. Therefore it is
initially sufficient to select a shorter period of, e.g., one year as the basis of the analysis.

The reason why we have chosen the year 2011 was that in this particular year the share of
papers with registered RID was the largest. We expected, of course, that this share will
increase and that more authors will be registered in more recent years but the fact that this
share decreases beyond 2011 is probably caused by the attitude of authors to update
registration and register newly indexed papers not always immediately and regularly but
rather intermittently. The choice of 2011 was also convenient because it allows the
observation of citations in an appropriate time span. In addition to this publication year we
could therefore choose the three-year citation window 2011-2013.

Methods and results

Theoretical considerations

As already mentioned in the previous section, the inclusion of productivity patterns in citation
statistics permits insight into a complex system with the provision of a whole set of
benchmarks and reference values. From the mathematical viewpoint, we deal with two basic
variables that can stochastically be considered random variables, T expressing publication
activity and & standing for citation rates. Yet the two variables are not assumed to be
independent and it is commonly known that more prolific authors tend to be more cited as
well. Therefore P(E=i|C=/) does not necessarily equal P(E=i) for all i,/ = 0 and the conditional
expectation E(E|C=/), being a function of § and taking its values with probability P(C=/) is not
necessarily constant. In our case, the following measurable variables occur: The publication
activity of a (randomly chosen) author in the mirror of the SCIE database in 2011, the citation
impact of a (randomly chosen) paper indexed in the 2011 volume of the SCIE and the citation
impact of an author with one or more papers in 2011 with the intermediate conditional
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measure of citation impact, provided the author has a given number of publications j = 0 in
2011.

The following mathematical description, which is indeed necessary to avoid confusions, will,
however, be restricted to the absolute necessary. The first question formulated in the
introduction relates to the relationship between authors’ productivity and their citation impact.
This can be formulated as follows. Since citation impact is always measured through the
citation rates of individual publications, an author’s citation impact can theoretically be
obtained as

P(e=i) = %, P(E=iT=)-P(C) forall i = 0,

with the corresponding expectation

E(§) = % E(E[t=)P(C).
Index j is assumed to be positive because the trivial case P(E=i[c=0)=1, if i=0 and
P(E=i|c=0) =0, otherwise, can be excluded (no citations without publications). The
corresponding statistics are then denoted as f|j and x|j. Both statistics (conditional empirical
distribution and mean value) refer to the citation impact of authors. Furthermore, the
corresponding conditional mean citation rate of an author’s papers can be obtained by
dividing x|j by the number of papers j, that is, (x|f)/j with j > 0 is an estimator of the expected
citation rate of the individual papers of an author with j papers in the given publication year.
In order to tackle the second problem, we have to introduce a third variable, which will
complete the triangular model. Using the notation m for the citation impact of a single paper
by an individual author, we obtain a more complex formula than above for the conditional
probabilities taking all possible combinatorial combinations concerning number of
publications and their citations into account but the relationship of their expectations simply
reduced to E(E) = E(n)-E(C). Under the simple assumption that the likelihood not to be cited is
the same for all papers of the author, i.e., ¢ = P(n=0) for all j > 0, we can approximate the
probability of author uncitedness and citedness as P(E=0) =2 ¢P(C=) = PMm=0Y and
P(E>0) = 1-P(§=0), respectively. The reason for the relative simplicity of this expression is
that uncitedness of an author in a given period implies that none of his/her papers is cited. The
extreme cases P(§=0)=0 and P(E=0)=1 are obviously equivalent with ¢g=0 and ¢ =1,
respectively. We will denote the empirical value of ¢ by go. Using the mean values x, z and y
as estimators of expected citation rate of an author, the expected publication activity of an
author and the expected impact of the author’s papers, respectively, we obtain the simple
relationship x = y-z. From the elementary considerations we can conclude that at least basic
statistics can be readily expressed with the aid of two variables.
Finally, it might be worth mentioning in this context that the above random variables and the
corresponding statistics also form the groundwork for modelling Hirsch-type indices, notably
their cumulative versions such as the successive h-index (e.g., Schubert, 2007).

The sample

The sample of RID authors does — as already observed by Heeffer et al. (2013) — not form a
random sample of the complete author population in the database as RID authors are less
frequent at the low end (particularly among single-paper authors), and are more productive at
the high end of the productivity distribution.
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Table 1. Share of papers with RID authors and their relative citation impact by countries
[Data sourced from Thomson Reuters Web of Science Core Collection].

Country Papers RCR  NMCR %HC RCR  NMCR %HC %RID
Argentina 7702 1.03 0.98 1.3% 1.44 1.91 4.5% 14.7%
Australia 40979 1.16 1.36 2.1% 1.22 1.63 29%  42.4%
Austria 12274 1.22 1.45 2.6% 1.39 2.01 4.7%  29.7%
Belgium 17598 1.22 1.51 2.5% 1.34 1.96 4.1%  32.6%
Brazil 33940 0.99 0.72 0.7% 1.02 0.88 1.0%  452%
Canada 54511 1.14 1.38 2.1% 1.38 2.08 43%  21.0%
Chile 5073 1.15 1.08 1.3% 1.31 1.49 2.6%  31.8%
Czech Rep. 9350 1.18 1.09 1.5% 1.27 1.40 24%  40.4%
Denmark 12772 1.30 1.62 3.1% 1.41 2.03 44%  36.2%
Egypt 6251 1.02 0.75 0.6% 1.41 1.52 2.9% 15.1%
Finland 9945 1.20 1.42 2.2% 1.35 1.91 3.8%  34.7%
France 65238 1.09 1.29 1.8% 1.20 1.71 3.0%  28.4%
Germany 91263 1.14 1.39 2.1% 1.23 1.81 34%  30.7%
Greece 10647 1.13 1.12 1.6% 1.45 1.91 4.1%  22.2%
Hungary 5763 1.15 1.16 1.8% 1.36 1.63 34%  36.2%
India 46532 0.98 0.68 0.7% 1.20 1.26 1.8% 13.0%
Iran 20234 1.15 0.71 0.8% 1.55 1.36 2.8% 9.1%
Ireland 6833 1.18 1.42 2.3% 1.34 1.85 35%  35.5%
Israel 11558 1.06 1.34 2.1% 1.28 1.97 42%  21.4%
Italy 53919 1.10 1.22 1.7% 1.19 1.52 2.6%  32.8%
Japan 76799 0.94 0.96 1.1% 1.13 1.52 2.5%  20.9%
Malaysia 7325 1.12 0.71 0.7% 1.15 0.84 09%  41.1%
Mexico 9830 1.02 0.89 1.2% 1.40 1.69 34%  21.0%
Netherlands 31883 1.21 1.60 2.8% 1.28 1.90 3.8%  36.8%
New Zealand 7186 1.17 1.33 2.1% 1.45 1.98 4.0%  30.5%
Norway 9694 1.23 1.43 2.4% 1.43 2.07 4.8%  26.7%
Pakistan 5371 1.18 0.69 1.1% 1.52 1.58 3.3% 16.0%
China PR 156403 1.04 0.91 1.1% 1.24 1.53 29%  20.2%
Poland 20261 1.08 0.82 0.9% 1.30 1.41 23%  20.1%
Portugal 9844 1.14 1.19 1.6% 1.17 1.29 1.9%  63.9%
Romania 6618 1.26 0.71 1.2% 1.30 0.97 1.9%  40.0%
Russia 27853 1.03 0.55 0.7% 1.12 0.94 1.5%  26.5%
Saudi Arabia 5417 1.15 0.92 1.3% 1.35 1.42 24%  31.4%
Singapore 9458 1.17 1.53 2.8% 1.29 1.91 4.1%  47.0%
South Africa 7787 1.26 1.19 2.2% 1.50 1.73 44%  253%
South Korea 44228 0.97 0.89 1.0% 1.13 1.44 24%  22.2%
Spain 47885 1.10 1.24 1.7% 1.19 1.56 2.6%  35.9%
Sweden 19923 1.18 1.44 2.4% 1.31 1.90 3.8%  30.8%
Switzerland 23582 1.29 1.73 3.3% 1.38 2.16 5.0%  34.6%
Taiwan 25550 0.92 0.93 1.1% 1.19 1.55 2.9% 17.0%
Thailand 5819 1.08 0.89 1.0% 1.32 1.48 2.6% 16.9%
Turkey 22571 1.02 0.63 0.8% 1.39 1.34 2.7% 12.8%
UK 91438 1.16 1.46 2.4% 1.28 1.90 39%  31.6%
USA 333610 1.09 1.40 2.2% 1.25 1.95 39%  20.0%

World total 1229248 1.00 1.00 1.2% 1.13 1.42 22%  21.1%

Nevertheless, from the viewpoint of the objectives of this study, this bias is primarily
insignificant. In total we have 1,229,248 documents among which 259,341, that is, 21.1% had
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at least one registered (RID) author. This share considerably varies among countries. The
share ranges between about 10% in Africa, Arabic countries and India till about 50% and
even more in Brazil, Singapore and Portugal.

Table 1 displays statistics of countries with at least 5,000 publications in 2011. In particular,
the variable RCR represents the relation of observed citation impact and the corresponding
journal-based expectation, NMCR stands for corresponding relation between observation and
discipline-based expectation and %HC is the share of highly cited papers, that is, of papers
that have received at least seven times as many citations as the standard of their discipline
(see Glédnzel et al., 2009 for exact definitions). The last variable %RID, finally, expresses the
share of papers with (at least one) author with registered RID. The comparison of relative
citation rates and the share of highly cited papers provides empirical evidence that papers by
registered authors exhibit distinctly higher citation impact than the corresponding national
standards. We would also like to mention that only very few exceptions have been found in
smaller countries not displayed here, e.g., Jordan and Latvia, where the share of highly cited
papers and the RCR values did not reach their national standards created by all authors.
Representativeness of publications by authors with RID in individual subject fields is in line
with our intuitive expectations: The share of papers by RID authors is the lowest in
Mathematics (13.0%), clinical and experimental medicine (14.2% for general & internal
medicine and 14.2% for non-internal specialties) and engineering (18.7%). This is contrasted
by the corresponding shares in physics, chemistry and biosciences (29.8%, 28.5% and 25.0%,
respectively).

Productivity and impact of RID authors

The bias in publication-activity statistics of registered authors has already been stressed (cf.
Figure 3 in Heeffer et al, 2013). In particular, RID authors are less frequent at the low end,
and more productive at the high end of the productivity scale. Figure 1 shows the distribution
of papers over RID authors in 2011. The underlying data are based on the short period of only
one year so that the share of single-paper authors is consequently large. Nevertheless, the
productivity distribution has the expected long tail: 87 authors have (co-)authored more than
50 papers each. We just mention in passing that the maximum count amounted to 296. This
almost incredibly large annual publication output of publishing almost one paper a day is,
however, formally correct. The author with an affiliation at the University Sains in Malaysia
and a second, more recent one at the King Saud University in Saudi Arabia is active in
crystallography. In this context we have to notice that the number of his co-authors per paper
is rather low, so that even fractionation would not essentially decrease this author’s
publication count. This example also illustrates that conceptual issues might have more
weight than the number or seniority of co-authors. Before we discuss field-specific aspects of
authorship statistics, we still have a look at general citation patterns.

In Figure 2, the citation distribution over authors is compared with the corresponding
distribution by papers. In addition to the two series of bars expressing the frequency of
citations by RID authors and their papers, respectively, a solid line displays the citation
distribution of all papers indexed in the SCIE database to illustrate the bias of the sample. The
more moderate skewness and greater expectation of the distribution of citations over authors
are plausible and in line with the theoretical rudiments described in the previous subsection
since usually we have z> 1 and gy € (0, 1).
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Figure 1. Relative frequency of publication activity of RID authors in 2011.
[Data sourced from Thomson Reuters Web of Science Core Collection].
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Figure 2. Empirical citation distribution related to RID authors in 2011 in a 3-year citation
window. [Data sourced from Thomson Reuters Web of Science Core Collection].

A simple regression analysis aims at studying the relationship of productivity and citation
impact of authors, on the one hand, and his/her publications, on the other hand. Conditional
mean citation rates in the citation window 2011-2013 received by papers published in 2011
by registered authors have been plotted against their productivity (see Figure 3). Productivity
higher than 32 papers has been omitted because of low frequency and considerably
fluctuations beyond this level. A power-law model for author citations reflects a very strong
correlation, whereas the regression for article citations by authors proved to be linear with
somewhat weaker correlation.
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Figure 3. Plot of conditional citation impact of RID authors (left-hand side) and RID papers
(right-hand side) based on a 3-year citation window vs. productivity in 2011
[Data sourced from Thomson Reuters Web of Science Core Collection].

While a positive effect of productivity on the expected citation impact of authors was, of
course, expected (an increase of papers cannot result in less citations), the positive correlation
between number of papers and the mean citation rate of those papers is as such not necessarily
an inherent property of the model and as we described in the first subsection, the three
variables &, C and n are not assumed to be independent. This indeed substantiates that the
publication output of more productive authors exhibit also higher mean citation rates of their
output. We have to emphasise that this holds at least for registered authors.

Table 2. Indicators of productivity and citation impact of RID authors and their papers by
major science fields. [Data sourced from Thomson Reuters Web of Science Core Collection].

Field y z X fo 20

A 2.76 .32 3.65 17.9% 26.4%
Z 3.26 1.40  4.57 14.6% 22.8%
B 4.85 1.19  5.78 11.6% 15.9%
R 3.56 .15 4.10 16.7% 22.0%
I 4.83 1.58 7.62 13.0% 20.9%
M 3.01 1.76  5.29 16.8% 27.8%
N 3.75 1.54  5.78 14.0% 20.8%
C 4.27 1.89 8.08 12.9% 20.8%
P 3.56 1.66 591 14.7% 25.1%
G 3.85 1.40  5.39 15.1% 20.9%
E 2.19 1.35  2.96 26.0% 36.4%
H 1.52 1.47 2.23 35.5% 44.6%

’ Legend: A: agriculture & environment; B: biosciences (general, cellular & subcellular biology; genetics); C: chemistry; E:
engineering; G: geosciences & space sciences; H: mathematics, I: clinical and experimental medicine I (general & internal
medicine); M: clinical and experimental medicine II (non-internal medicine specialties); N: neuroscience & behavior; P:
physics; R: biomedical research; Z: biology (organismic & supraorganismic level)

In order to conclude the analysis, we have calculated the mean values of the basic statistics x,
y and z as well as the shares of cited authors and papers f, and gy by subject fields (see
previous subsection for description). Table 2 shows these indicators for the 12 major fields in
the sciences according to the Leuven—Budapest classification scheme (see Glidnzel &
Schubert, 2003). As explained in the theoretical part x =)z, x>y and fy<go is to be
observed. Also subject-specific peculiarities are expected. The y and gy values concerning the
citation impact of papers are by and large in line with the expectations: high impact and low
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share of uncited papers in the biomedical sciences and the opposite situation in engineering
and mathematics. Nevertheless, the very high impact of chemistry (with low uncitedness) was
somewhat surprising and somewhat deviates from the general citation patterns of the fields.
Chemistry seems also to be somewhat overrepresented in terms of author registration; 33.5%
of all RID authors are active in this field. This is followed by physics with 27.4% and
biosciences with 20.8%. All other fields have shares of registered authors below 20% with
neuroscience and mathematics having the lowest ones (7.6 % and 4.4%, respectively). In this
context we have to mention that the distribution of shares of RID authors over fields is rather
strongly correlated with the corresponding distributions of their papers (» = 0.928). Hence the
question arises whether statistics as presented in Table 2 could be used as reference standards
for publication activity and citation impact of authors at the national or institutional level. It
has already be stressed in the introduction that an application at the individual level is not
recommended because of the heterogeneous age and profile structure of the underlying
reference data. Other details regarding this question will be tackled in the following
subsection.

Limitations

After the methodological groundwork has been laid for capturing and describing the
relationship between productivity and citation impact of authors and their papers, we have
also to look at considerable limitations of possible applications of the indicators derived from
this model. The low variation of average productivity over subject fields gives already a first
hint of possible issues. As already observed by Heeffer et al. (2013) on the basis of the three-
year publication period 2009-2011 and RID authors from eight selected countries, the
distribution of average productivity was rather flat and ranged — except for physics — roughly
between 2 and 3 papers by RID author. Only the average activity in physics with 5 papers per
author was distinctly higher. The accustomed and specific inequality of citation impact of
papers in different subject areas is almost missing in the productivity statistics what surprises
since it is known that scientists in mathematics and engineering are usually less productive —
at least as reflected by journal literature — than their colleagues in most fields of the natural
and above all in the life sciences. The reason for the observed phenomenon is quite complex
but readily explicable. In order to discuss this in detail we have first to refer to the
corresponding statistics on citation rates of given paper sets. Provided that the publication
year or period as well as the citation window is properly defined and chosen and the subject
classification is appropriate, multiple subject assignment of individual papers is then the only
severe issue to cope with. Various fractional counting and weighting models have been
developed to overcome this problem and to build suitable reference standards for benchmark
analysis. Even for more complex statistics than simple shares and means, fractionation by
subject can still yield extremely robust statistics as the methods of characteristic scores and
scales has shown for various citation windows and aggregation levels (cf. Glinzel, 2007,
Gléinzel et al., 2014). The question of co-authorship, in general, and how the individual co-
authors’ actual contribution to a paper should be credited, in particular, is at least in the
context of paper-based citation indicators a secondary issue and not primarily related to the
definition of citation indicators. The situation becomes completely different, whenever author
productivity is directly included in indicator building as, for instance, in our “triangle model”
based on the author-paper-citation relationship. The different (academic) age and the different
profiles of authors have already been mentioned as possible sources of bias or even distortion,
notably in the context of creating benchmarks for individual-author statistics. The most
serious issues are related to co-authorship and cannot be simply solved by fractionation by co-
authors and/or subjects. Collaboration of senior with junior co-authors, that is, of authors with
strong publication record and less active authors, independently of their actual contribution to
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the paper in question and their function in preparing it, might have quite strong effect on the
resulting indicators at the author level but also at higher level of aggregations. Here we would
also like to point to two further issues, firstly the fact that a prolific author in one subject
might only play a marginal part as researcher in a different subject in which he/she is
collaborating with a possibly less prolific author, who, however, takes the part of the senior
co-author of the paper(s) in this topic. Secondly, when it comes to measuring citation impact,
an uncited author might be a co-author of a frequently cited author but the joint publications
are not cited. This also implies that a mere author—citation analysis in conjunction with
productivity studies does not yet suffice; an additional paper—citation analysis is needed for an
adequate interpretation. And it becomes clear that a simple fractionation algorithm will not be
able to solve these problems. A superposition of fractional counting at three levels (co-author
credit, assignment by author profile and subject of publications) is required to solve at least
the technical part of this problem: the large overlap by multiple assignments (authors, papers,
subjects) could, of course, be resolved and indicators could then be additive over these actors
and units at the price of very low robustness. Finally, the most important conceptual issue
described in this subjection, the different roles of authors in different environments, will never
be solved by using any algorithm.

Concluding discussion

Elementary statistics including relative frequencies and (conditional) mean values have been
used to illustrate a simple model of the author-paper-citation relationship. Both opportunities
and limitations have been sketched. The use of a joint model for studies of author productivity
and impact at higher levels of aggregation is a topical issue in scientometrics: Hitherto the
celebrated but also disputed h-index (Hirsch, 2005), originally proposed for the assessment of
research performance at the micro level, was the only one that has combined these two
aspects, and afterwards been extended for the use at higher aggregation level in the context of
institutional and journal evaluation as well.

For illustration purposes, we have selected authors with ResearcherID and active in 2011 in
order to exclude errors in author identification as far as possible. Of course, we have to
mention that homonyms and synonyms still occur in RIDs too (cf. Heeffer et al., 2013) but
the weight of errors is reasonably small. The main advantage of this model is the possibility
of studying citation impact under the condition of the author’s productivity, and the
identification of high performance in terms of both productivity and impact. However, the
same precision as experienced with “classical” citation indicators defined on paper sets could
not be reached. The main problem is of conceptual nature: Authors and their papers might
hold a different position in various environments created by co-authorship of subject-related
issues. This has already induced Hirsch to revise his index in terms of co-authorship (Hirsch,
2010). His new indicator also substantiated that complex constellations cannot be described
by separately fractionated parts of the model.

The conclusions drawn from this study are two-fold: On the one hand, author-identification
systems need to extended in a reliable way to reach a nearly complete coverage of the author
population in the database so that indicators based on author IDs can be considered
representative enough to be used as reference standards. The limited discriminative power of
author-based indicators and the heterogeneity of the underlying author population, on the
other hand, prevents the use of the indicators for the analysis of individual research
performance as well as in the context of fine-grained benchmark studies at higher levels of
aggregations.

Finally, we would like to emphasise again the necessity and general use of the model
introduced in this study, which is formally independent of any author-identification system.
The model makes is possible to formalise and describe the relationship between authors, their
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publications and the citations those publications receive. The neglect of the structural
properties and peculiarities of this “triangle relationship” might result in misinterpretation or
even miscalculation of statistics and indicators at this level. The use of author identification in
this context is an important means of demonstrating the measurement of this relationship for
at least a considerable share of active authors.
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Abstract

Advances concerning publication-level classification system have been demonstrated striking results by dealing
properly with emergent, complex and interdisciplinary research areas, such as nanotechnology and
nanocellulose. However, less attention has been paid to propose a delineation procedure using specific subjects
and understand how it could provide interesting regards about it. This study aimed at proposing a delineation
procedure to retrieve relevant research areas addressed to nanocellulose using the research areas clustered by the
CWTS Web of Science Publication-level Classification System. The procedure involved an iterative process,
which includes developing and cleaning set of core publication regarding the subject and analysis of which
cluster they might be associated. Nanocellulose was selected as the subject of study. A discussion about each
step of the procedure was also provided. The proposed delineation procedure enabled to retrieve relevant
publications from research areas involving nanocellulose. Twelve research topics were identified, mapped and
associated with current research challenges on nanocellulose.

Conference Topic
Methods and techniques

Introduction

In recent years, bibliometrics has been used often to monitor and quantitatively assess
scientific fields within the context of science policy and research management (Moed,
Glanzel, & Schmoch, 2004; Okubo, 1997; Raan, 2014). Partly, it is a consequence of the
increased use of Internet since the early 1990s and the development of information
technologies. Together, they made a huge volume of scientific databases available.
Meanwhile, scientific studies have become more complex and interdisciplinary, involving the
exchange of knowledge between scientists from different disciplines. Nanotechnology-
focused research is a good example. Bibliometric indicators and tools are useful instruments
to study and gain insight in science and, in particular, complex fields or research areas, c.f.,
van Raan (2004). Therefore, many studies on nanotechnology relied on bibliometric
approaches (Hullmann & Meyer, 2003; Igami, 2008; Kostoff, Koytcheff, & Lau, 2009;
Milanez, Faria, Amaral, Leiva, & Gregolin, 2014; Mogoutov & Kahane, 2007; Wang, Notten,
& Surpatean, 2012). The problems often are: how to delineate a field or research area, how to
retrieve the relevant data, and which publications to include and which not.

In this sense, classification systems have been used as an indispensable tool to study the
structure and dynamics of scientific fields (Boyack, Klavans, & Borner, 2005; Glanzel &
Schubert, 2003; Leydesdorff, Carley, & Rafols, 2013; Waltman & van Eck, 2012). They can
simplify literature search and retrieving procedures (Glanzel & Schubert, 2003; Waltman &
van Eck, 2012). According to Glanzel and Schubert (2003), classification of science into a
disciplinary structure can be as old as science and, currently, most of them are based on
journal assignment, such as the Web of Science and Scopus systems. The drawback of these
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journal-based classification systems 1is the fact they do not deal properly with
multidisciplinary journals or interdisciplinary research (Waltman, van Eck, & Noyons, 2010).

The development of publication-level classification systems has been a current subject of
research (Boyack et al., 2011; Waltman & van Eck, 2012). Boyack et al. (2011) clustered a
corpus of 2.15 million biomedical publications from Medline database (2004-2008) which
generated coherent and concentrated cluster solution of text-based similarity approaches
based on keywords extracted from titles and abstracts. They found their approach more
precise than the Medical Subject Headings. Waltman and van Eck (2012) proposed a
methodology to clustering a large-scale set of scientific publication indexed on Thomson
Reuters” Web of Science database. Each publication was assigned to a single research area,
which was organized in a three-level hierarchical structure. Their methodology took into
account direct citation to cluster the publication. They labelled each research area with
discriminative keywords extracted from titles and abstracts. Such publication-level
classification systems may be used to gain insights on research areas involved in specific
subjects.

In the present study, we intended to map relevant research areas associated with
nanocellulose, which is a sustainable nanomaterial that has a great potential for innovation
(Isogai, 2013; Mariano, Kissi, & Dufresne, 2014; Milanez, Amaral, Faria, & Gregolin, 2013;
Moon, Martini, Nairn, Simonsen, & Youngblood, 2011). Nanocellulose has been a research
area for many countries, including the major producers of cellulose worldwide, such as the
USA, Canada, Finland, Sweden and Brazil (Milanez et al., 2013). Different disciplines are
involved with nanocellulose research since its properties and behaviour have allowed
applications as reinforcement agent in composite materials, packing material, optically
transparent paper for electronic devices, texturizing agent in cosmetics and food, bio-artificial
implants and bandages (Isogai, 2013; Klemm et al., 2011; Mariano et al., 2014; Moon et al.,
2011; Siqueira, Bras, & Dufresne, 2010).

Nanocellulose is a generic term referring to cellulose nanofibrils on the one hand and
cellulose nanocrystals on the other (Dufresne, 2013; Klemm et al., 2011; Moon et al., 2011;
Siqueira et al., 2010; TAPPI, 2011). Cellulose nanocrystals are basically shorter and rod-like
crystalline cellulose, whereas cellulose nanofibrils are long chains of alternate amorphous and
crystalline cellulose. Consequently, they differ on their mechanical and functional properties
(Eichhorn et al., 2010; Mariano et al., 2014; Moon et al., 2011). Both types of nanocellulose
can be obtained from renewable sources, including natural fibres, plants, pulp and forest and
agricultural residues. Moreover, cellulose nanocrystals can be biosynthesized by bacteria,
resulting in the also called bacterial cellulose (Klemm et al., 2011; Milanez et al., 2013; Moon
etal., 2011).

Checking the research topics associated with nanocelluloses will provide insights into current
technical challenges concerning this nanomaterial, such as increasing the scale of production
minimizing costs, characterization of sources and mechanical properties. Surface
modifications to reduce moisture adsorption and improve the adhesion between the
nanomaterial and the polymeric matrix, thermal degradation, and biocompatibility with living
tissues has also been target of research (Gardner, Opo, Oporto, Mills, & Samir, 2008; Isogai,
2013; Klemm et al., 2011; Mariano et al., 2014; Milanez et al., 2013; Moon et al., 2011;
Siqueira et al., 2010).

This study aims at proposing a delineation procedure to retrieve relevant research areas
addressed to a specific topic. Nanocellulose was selected as a case, but it may be used for
other subjects, of course. The approach involves research areas identified in the CWTS Web
of Science Publication-level Classification System, a 2014 update of the version introduced
by Waltman & van Eck (2012). This paper is structured as follows. In the next section, we
describe the overall delineating procedure and its general issues. Next, we discuss details
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concerning specific parts and tasks. We present and discuss results in Section 3 and finally in
Section 4 we draw our conclusions.

Methodology

Overall delineation procedure

To delineate the field, i.e., to collect a relevant set of publications to represent it, we will
select clusters from the CWTS publication level classification system. By this method we will
identify papers that will not easily be picked up by keyword or journal based search strategies.
Figure 1 presents a schematic representation of the distribution of the clustered Web of
Science publications according to CWTS Publication-level classification system (Waltman &
van Eck, 2012). Predefined nanocellulose publications are indicated as black circles and the
first step is retrieving all research area that contains at least one of them.

Web of Science database clustered

O Regular publication
@ Nanocellulose focused publication

Source: authors.

Figure 1. Schematic representation of Web of Science publications clustered according to the
CWTS Publication-level Classification System. The black nodes represent the publications

focused on nanocellulose.

Figure 2 depicts the proposed procedure as an iterative process which can be described in four
main steps:

1.

2.

3.

Determine an initial set of publication concerning the theme of interest. In this first
step, a set of publication which well represents the theme of interest (nanocellulose) is
retrieved via the online Web of Science database, using a straightforward search
strategy. This set of publication is a starting set and will be refined as well as expanded
through the next steps;

Prior retrieval of nanocellulose research areas. The second step involves locating the
research areas (publication clusters) with at least one publication from the initial set of
nanocellulose. The bottom level of the classification scheme was used in this study
(Waltman & van Eck, 2012);

Analysis of retrieved research area and cleaning of the initial set. The content of each
research area was analysed pragmatically. A cleaning task was developed by selecting
terms to eliminate part of the initial set of nanocellulose publication. This step
provided a final set of nanocellulose publication clusters and enhanced the precision of
research area assigned to nanocellulose;
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4. Final retrieval and selection of relevant nanocellulose research areas. After cleaning
the initial set of nanocellulose publication, the research areas (publication clusters)
were retrieved again. Finally, as the number of topics retrieved was high, a selection
that relies on the 80/20 rule was conducted reaching the final research areas associated
with nanocelulose.

Prior research Final retrieving

areas retrieving « Cluster content and selection
analysis

* Cleaning terms

establishment

* Establishing a
search expression
» Web of Science

online database

e CWTS Publication-
level classification
system

* Lowest level

« Final set of

publication
« Selecting relevant
research areas

Initial set of Cleaning initial
publication set of publication

Source: authors.

Figure 2. Iterative process of the overall procedure proposed.

Determine an initial set of publication on nanocellulose

A search expression was developed considering several terms and synonyms recommended
by experts and found in nanocellulose literature (Klemm et al., 2011; Milanez et al., 2013;
Siqueira et al., 2010; Sir6 & Plackett, 2010), as can be seen from Table 1. The search
expression encompassed different words that refer to cellulose nanocrystals, cellulose
nanofibrils, and bacterial cellulose as well as other generic forms, such as nanocellulose,
cellulose nanoparticles, and cellulose nanofiller. The search was conducted in March 31™
2014 in the online Web of Science database (topic search). Only articles that attended the
CWTS Web of Science publication-level classification system criteria’ were used, though.

Table 1. Boolean search expression to retrieve the initial set of nanocellulose publications.

("bacterial cellulos*") OR ("cellulos* crystal*") OR ("cellulos* nanocrystal*") OR ("cellulos* whisker*")
OR ("cellulos* microcrystal*") OR ("cellulos* nanowhisker*") OR ("nanocrystal* cellulos*") OR
("cellulos* nano-whisker*") OR ("cellulos* nano-crystal*") OR ("nano-crystal cellulos*") OR ("cellulos*
micro-crystal*") OR ("cellulos* microfibril*") OR ("microfibril* cellulos*") OR ("cellulos* nanofibril*")
OR ("nanofibril* cellulos*") OR ("micro-fibril* cellulos*") OR ("nano-fibril* cellulos*") OR ("cellulos*
micro-fibril*") OR ("cellulos* nano-fibril*") OR ("cellulos* nanofiber*") OR ("nanocellulos*") OR
("cellulos* nanoparticle*") OR ("nano-cellulos*") OR ("nanoparticl* cellulos*") OR ("nanosiz* cellulos*")
OR ("cellulos® nanofill*") OR ("nano-siz* cellulos*") OR ("cellulos* nano-fiber*") OR ("cellulos* nano-
particle*") OR ("cellulos* nano-fill*") OR ("nano-particl* cellulos*"))

Source: Developed considering nanocellulose-focused terms found in the literature (Klemm et al., 2011;
Milanez, Amaral, Faria, & Gregolin, 2013; Siqueira, Bras, & Dufresne, 2010; Siré & Plackett, 2010) and expert
opinions.

Prior retrieval of nanocellulose research areas

Research areas that contained at least one publication from the nanocelulose set were
retrieved from the CWTS Web of Science Publication-level database. In total, 533 research

' The classification system takes into account only article, letter and review published from 2000 to 2013 and
indexed in the Science Citation Index Expanded and the Social Science Citation Index. Moreover, to be part of
one research area, a publication must be related, either directly or indirectly, to at least 49 other publications in
terms of citation (Waltman & van Eck, 2012).
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topics were found. These clusters showed large differences in terms of volume (number of
publications included). The largest cluster contains 2,751 publications whereas the smallest
one covers only 50 publications. Almost 80% of these clusters contained less than three
publications from the initial set.

Interestingly, we found that two research areas (clusters) included 56.3% of the initial
nanocellulose set of publications. Moreover, in these two clusters, more than 80% overlapped
with the initial set. Their descriptive labels also pointed towards nanocellulose research.
Therefore, they were considered as nuclei of research in nanocellulose. Other clusters in
which the representation of the initial set was much lower, were considered peripheral
research areas and their relevance to nanocellulose research was evaluated (see next section).

Analysis of retrieved research area and cleaning of the initial set

An analysis of the content of publications in the peripheral research areas was conducted. We
wanted to check whether these articles focused on the nanomaterial as an object of research. If
not they were considered noise. Because an evaluation of all research area retrieved would be
too labour intensive, we made a selection. The checking task was performed only on those
clusters that matched one of the following criteria:

* Research topics that contained at least 20 publications from initial dataset;

* Research topics of which at least 5% overlapped (percentage proportion) with the

initial set.

A total of 20 (peripheral) clusters were evaluated. The analysis regarded only articles from the
initial dataset. The task involved reading each title to decide whether the article was a study
focused upon nanocellulose or not. When the title was not clear, the abstract was also
consulted.
Once the checking process was completed, specific terms were identified to clean the initial
set of nanocelulose publications. Only research topics with high percentage of “noise
publication” were used”. Noun-phrases were obtained with support of VOSviewer corpus map
analysis applied to titles and abstracts from publications belonging to these clusters. Table 2
present the terms used to clean the nanocellulose-focused publications retrieved using the
search expression from Table 1. They were applied on the title, abstract, author’s keyword
and keyword plus search field. The effect of this cleaning task on the nuclei clusters and the
peripheral clusters we used will be discussed in the results.

Table 2. Boolean expression of terms used to clean the nanocellulose-focused publications.

"gene" OR "xyloglucan" OR "microtubule" OR "*cyto*" OR "kinesi" OR "tubulin" OR "*cell wall*" OR

"spindle" OR "phragmoplast" OR "mitosis" OR "preprophase" OR "phenotype" OR "*plant growth*" OR

"meiosi" OR "*lignin distribution*" OR "delignification" OR "hemicellulose" OR "saccharification" OR
"ethanol yield" OR "lignocellulos*" OR "glucosidase" OR "xylanase"

Source: Authors.

Final retrieving and selection of relevant research areas

The final set of nanocellulose publication comprised 2,600 nanocellulose publications (named
now as core-nanocellulose) and they were assigned to 428 research areas, which still would
be a highly number of cluster to be evaluated. Furthermore, 81.0% of these clusters included
only one or two publications from the core-nanocellulose publication, which questions their
actual relevance to the advances on nanocelulose studies. Therefore, a selecting step was
introduced.

We introduce here the Pareto Principle (or 80/20 rule). This principle states that “roughly
80% of the effects come from 20% of the causes” (Juran & Godfrey, 1998) and is found in

The presence of “noise publications” is usual in bibliometric analysis because there is no exhaustive search.
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bibliometric and library studies (Gupta, 1989; Kao, 2009; Stephens, Hubbard, Pickett, &
Kimball, 2013). We hypothesize that 80% of the core set will be assigned to 20% of the areas.
To reach these relevant research areas, the steps below were carried out:

1. The research areas were listed in descending order of the total number of publications
from the core-nanocellulose;

2. Research topics with one or two publications from the core-nanocellulose were
excluded’. This yields 85 research areas remaining;

3. The representativeness of each research area was calculated by the number of
publication of the core-nanocellulose of that cluster divided by 2,200 (which is the
total of publication found in the 85 remaining research areas);

4. The cumulative percentage number of publications from the core-nanocellulose was
obtained summing the values from the step before, as can be seen from Figure 3. The
number of research to be assessed was those where the cumulative percentage number
of publication reach approximately 80%.

We found that twelve research areas covered the required 80%, which means 14.1% of the
total of 85 research topics. We do not claim that our selecting procedure was perfect, but a
quick analysis of the chosen research topics showed themes currently found in nanocellulose
literature.

100,0

90,0

80,0
70,0 | <
60,0
50,0
40,0
30,0
20,0
10,0
0,0

Cumulative percentage number

0 10 20 30 40 50 60 70 80 90
Reserch areas

Source: CWTS Web of Science Publication-level database.

Figure 3. Cumulative percentage number to research areas with six or more publications from
the core-nanocellulose.

Independency test

An independency test was conducted to evaluate the effectiveness of the procedure proposed.
The test involved retrieving the number of publication from the top five authors before and
after cleaning and selecting the relevant research areas. The percentage decreases of their
overall number of publication and from their main cluster were verified.

Results and discussion

In this section we discuss the effect of cleaning up the core set of publications by using
‘cleaning terms’, i.e., terms to increase the accuracy of our initial set. Moreover, we present a
basic structure of the field on the basis of the delineation we developed.

Effect of cleaning the initial set of nanocellulose publications

Half of the 22 terms we used to clean the nanocellulose search strategy did not affect the
coverage of core-nanocellulose publications in the nuclei research areas, as depicted in Figure

? According to Waltman and van Eck (2012), the lowest research area contains 50 publications, consequently,
clusters with less than 1% of proportion were not accounted for.
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4. To the other half, none term could reduce the coverage in more than 5%. The terms that
influenced research area 13.6.4 the most were “*cell wall*” and “hemicelluloses” while
“*cyto*”, “gene” and “*cell wall*” were the ones that decreased the most core-nanocellulose
coverage in cluster 13.6.11. Overall, research topic 13.6.11 had its core-nanocellulose
publication reduced in 17.5% while the decrease to cluster 13.6.3 was 10.2%. Nonetheless,
both clusters still concentrated publication from the core-nanocellulose after the cleaning
tasks (the proportion was 74.0% to research area 13.6.3 and 72.1% to 13.6.11). Therefore,
they still had the status of nuclei research areas.

Percentage decrease
0,0 1,0 2,0 3,0 4,0 5,0 6,0
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Source: CWTS Web of Science Publication-level database.

Figure 4. Effect of cleaning terms on the number of publication from nuclei research areas.

As to the 20 peripheral research topics whose nanocellulose set of publication were evaluated,
no direct correlation was observed between the proportional relevance of each clusters and the
percentage of noise, according to Figure 5. Four research topics had a high percentage
(>70%) of ‘noisy’ publications mainly focusing on biological issues of plants, ethanol
production, and enzymes aspects, not having the nanomaterial as a final object of research.
Since these four were used to select the cleaning terms, the cleaning affected them highly.
Two of them were even eliminated. Furthermore, other peripheral clusters had their
nanocellulose publication coverage diminished, as shown on Figure 6.
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Source: CWTS Web of Science Publication-level database.

Figure 5. Percentage of noise of core-nanocellulose publications and proportion between core-
nanocellulose publications and total number of publications over research area.

959



Before cleaning After cleaning
160

o N b
o o o

[e2)
o

Number of publications
N )
o o

N
o o

5.1.21
5.1.4
13.19.17
13.6.2
13.19.3
13.6.1
9.13.4
13.6.33
13.6.43
13.6.7
18.5.4
13.6.17
13.6.22
13.6.12
13.6.9
13.6.31
13.6.29
1.33.9
13.18.1
13.11.41

Research areas

Source: CWTS Web of Science Publication-level database.

Figure 6. Effect of cleaning terms on the number of publication from selected peripheral
research areas.

Effect of cleaning procedure on top five authors (independency test)

A second test verified the effect of the cleaning process on the coverage of key-authors (top
5). The decrease in the number of publication is presented in Table 3. All authors
concentrated their publications on nuclei research topics, mainly on 13.6.3. Only author E
focuses primarily on research area 13.6.11. Although the result shows that the overall number
of publication diminished in more than 10%, their position as the top authors did not changed
but for author E, who went down to the seventh position. It should be noted, however, that
research area 13.6.11 was affected more by the cleaning procedure than 13.6.3.

Table 3. Effect of on main authors publications.

Author Number of publication Decrease (%)
Before* After* Overall Nuclei
A 87 78 -10,3 -6,33
B 51 40 -21,6 -14,9
C 50 43 -14 0
D 50 39 -22 -18,2
E 48 29 -39,6 -26,5

* Before and after the cleaning step.
Source: CWTS Web of Science Publication-level database.

Map of the Nanocellulose research topics

The delineating approach was able to retrieve two nuclei research areas, one associated with
cellulose nanocrystals and nanofibrils and other to bacterial cellulose. The peripheral research
topics regards biodegradable polysaccharides (starch polymers), polymer composites based on
natural fibres, and intrinsically conducting polymers. Other peripheral research areas included
enzymatic hydrolyses and ethanol production, cellobiohydrolyse, cellulose pulp and cellulose
dissolution, and ionic liquid pre-treatment. Electrospinning process and tempo mediated
oxidation, which 1is an treatment that wuses the chemical compound (2,2,6,6-
Tetramethylpiperidin-1-yl)oxy (TEMPO), were also part of the final selection. These themes
appears frequently in nanocellulose-focused studies (Azizi Samir, Alloin, & Dufresne, 2005;
Charreau, Foresti, & Vazquez, 2013; Chirayil, Mathew, & Thomas, 2014; Dai et al., 2014;
Domingues, Gomes, & Reis, 2014; Durdn, Lemes, & Seabra, 2012; Eichhorn et al., 2010;
Isogai, 2013; Klemm et al., 2011; Moon et al., 2011; Orts et al., 2005; Padkko et al., 2007;
Siqueira et al., 2010; Siré & Plackett, 2010)
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Figure 6 presents a map with these research topics (nodes). The map positions the topics on
the basis of their citation relations. The closer two topics, the more frequent the citation traffic
between them. The node labels match the main content of the clusters. Moreover, all selected
clusters had their set of nanocellulose publication evaluated in the cleaning task.

The nuclei research areas are darker and positioned in the centre of the map. Research area
13.6.3 (cellulose nanocrystals/microfibrillated cellulose) has citation connections to all
clusters. On the other hand, research topic 13.6.11 is connected only with four other clusters,
which might indicate its lower relevance than the other nucleus research area. At the top right
of the map are located two research areas addressed to starch polymers and polymer
composites based on natural fibres. These research topics regard the development of
sustainable materials (Durdn et al., 2012; Moon et al., 2011; Siqueira et al., 2010; Isogai,
2013).

Research area concerning enzymatic hydrolysis is highly close to the research topic
cellobiohydrolase, i.e., enzymes that perform the process of hydrolyse, and ionic liquid pre-
treatment, which also relies on enzymatic approaches. However, they were located further
than the nuclei clusters. Indeed, one of them was considered as highly noisy (13.6.2), but we
should take into account that nanocellulose obtainment has been also studied as a secondary
product of bio-ethanol production (Beecher, 2007; Zhu, Sabo, & Luo, 2011). Moreover,
enzymatic pre-treatment has been researched to improve nanocellulose defibrillation
(Padkkoet al. 2007; Moon et al., 2011; Klemm et al., 2011; Siqueira et al., 2010; Isogai,
2013).
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13533 tempo mediated oxidation
13622 starch polymers
1854
cellobiohydrolase polymer composite/natural fibre
R 1361

enzymatic hydrolys./ethanol
1362

cellulose nanocrystals/*roﬂbrillated cellulose

ionic liquid pretreatment
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13641
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13181

g%b VOSviewer 0.0

Source: CWTS Web of Science Publication-level database.

Figure 6. Selected research area according to the procedure proposed.

At the bottom of the map, electrospinning process and conductive polymers were positioned
closely, but there is no citation connection between them. Electrospinning is a technique used
to produce micro- and nano-sized polymer-based fibres, and nanocellulose has been studied to
improve the mechanical property of the final fibre (Dai et al., 2014). Nanocellulose electrical
and magnetic properties have also been explored to be used with conductive polymers (Moon
et al.,, 2011; Klemm et al., 2011). The other three research areas (cellulose pulp, cellulose
dissolution and tempo mediated oxidation) are the smallest ones, and probably the
publications that belong to them might be associated with other clusters on new updates
performed using the classification system (Waltman & van Eck, 2012). Tempo mediated
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oxidation is a current technique to perform pre-treatment of nanocellulose (Klemm et al.,
2011; Isogai, 2013).

Conclusion

The proposed delineation procedure enabled us to retrieve relevant publications from research
areas involving nanocellulose. Twelve research topics were identified, mapped and associated
with current research challenges on nanocellulose. Two of them were highlighted as nuclei
since they contain most part of the initial set of publications. The effect of the cleaning step
on nuclei and peripheral clusters provided valuable feedback and demonstrated its importance
to establishing relevant clusters afterwards. The independency test showed that the cleaning
procedure could have been too rigorous and further research should be carried out to
understand how it affected core authors’ publication.

Delineating scientific fields is a complex task as boundaries are not frequently well
established since scientific studies have become more complex and interdisciplinary. More
and more exchange of knowledge between scientists from different disciplines is involved.
Our approach retrieves and delineates the real nuclei and the peripheral research areas
concerning nanocellulose studies. This clear separation provides suggestions for further
research, putting the nuclei research in context. One of the ideas involves the knowledge flow
from peripheral research topics to the nuclei areas. We intend to map how they provide the
necessary knowledge to face nanocellulose current challenges and how country and scientific
institutions are contributing to this evolution.
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Abstract

This paper proposes an Ontology-Based Data Management (OBDM) approach to a multi-dimensional research
assessment. It is shown that an OBDM approach is able to take into account the recent trends in quantitative
studies of Science, Technology and Innovation, including computerization of bibliometrics, multidimensionality
of research assessment, altmetrics, and, more generally, the generation of new indicators with higher granularity
and cross-referencing specificities according to increasingly demanding policy needs. The main features of
Sapientia are presented, the Ontology of Multi-dimensional Research Assessment, developed within a project
funded by the University of Rome La Sapienza. Illustrative examples are given of its usefulness for the
specification of well known as well as recently developed indicators of research assessment.

Conference Topics
Methods and techniques; Indicators; Science policy and research assessment

Introduction: An Ontology-Based-Data-Management Approach to Multi-Dimensional
Research Assessment

The quantitative analysis of Science and Technology is becoming a “big data” science, with
an increasing level of “computerization”, in which large and heterogeneous datasets on
various aspects of Science, Technology and Innovation (STI) are combined. Within this
framework, optimistic views, supporting “the end of theory” in favour of data-driven science
(Kitchin, 2014), have been opposed to more critical positions in favour of theory-driven
scientific discoveries (Frické, 2014) while a more balanced view emerged from a critical
analysis of the current existing literature (Ekbia et al., 2015), leading the information systems
community to further deeply analyse the critical challenges posed by the big data
development (Agarwal, 2014). It has been rightly highlighted that “Data are not simply
addenda or second-order artifacts; rather, they are the heart of much of the narrative literature,
the protean stuff that allows for inference, interpretation, theory building, innovation, and
invention” (Cronin, 2013, p. 435). Moreover, the need for accountability of STI activities to
sustain their funding in the current difficult economic and financial situation is increasingly
asking for rigorous empirical evidence to support informed policy making. Indeed, the needs
to overcome the logic of rankings and the new trends in indicators development, including
granularity and cross-referencing, can be explored and exploited in open data platforms with a
clear description of the main concepts of the domain (Daraio & Bonaccorsi, 2015). The
multidimensionality of research assessment and scholarly impact (Moed & Halevi, 2015), and
the recent altmetrics movements (Cronin & Sugimoto, 2014), are questioning the traditional
approach in indicators development.
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Research assessment, indeed, is becoming increasingly complex due to its multi-
dimensionality nature. A Report published in 2010 by the Expert Group on the Assessment of
University-Based Research, installed by the European Commission proposed “a consolidated
multidimensional methodological approach addressing the various user needs, interests and
purposes, and identifying data and indicator requirements” (AUBR, 2010, p. 10). A key
notion holds that “indicators designed to meet a particular objective or inform one target
group may not be adequate for other purposes or target groups”. Diverse institutional
missions, and different policy environments and objectives require different assessment
processes and indicators. In addition, the range of people and organizations requiring
information about university-based research is growing. Each group has specific but also
overlapping requirements (AUBR, 2010, p. 51).

Table 1. Main types of research outputs.

Printed outputs (texts) Non-printed outputs (non-text) Main type of impact

Research data file; video of
experiment; software

Scientific journal paper; book
chapter; scholarly monograph

Scientific-scholarly

Patent; commissioned research
report;

New product or process; material;
device; design; image; spin off

Economic or technological

Professional guidelines; newspaper
article; communication submitted
to social media, including blogs,

Interview; event; art performance;
exhibit; artwork; scientific-
scholarly advise;

Social or cultural

tweets.

A research assessment has to take into account a range of different types of research output
and impact. As regards output forms, one important distinction is between text-based and
non-text based output forms. The main types are presented in Table 1. This table is not fully
comprehensive. The specifications of the Panel Criteria in the Research Excellence
Framework in the UK (REF, 2012, page 51 a.f.) provide more detailed lists of possible output
forms arranged by major research discipline. Table 1 includes forms that are becoming
increasingly important such as research data files, and communications submitted to social
media and scholarly blogs. A framework for the assessment of these forms is being developed
in the field of altmetrics (e.g., Taylor, 2013). The last column indicates the main types of
impact a particular output may have. A distinction is made between scientific-scholarly
impact, and wider impact outside the domain of science and scholarship, denoted as
“societal”, a concept that embraces technological, economic, social and cultural impact. A
comprehensive overview of the types of impact, and the most frequently used impact
indicators is presented in Table 2. The reader is referred to AUBR (2010 and Moed & Halevi
(2015) for a further discussion of this table.

It is also important to include the inputs in the analysis; they should be jointly analysed with
the outputs to assess the overall impact of the process (see e.g. Daraio et al., 2014, for a
conditional multidimensional approach to rank higher education institutions). To meet all
these new trends and policy needs a shift in the paradigm of the data integration for research
assessment is needed. In this paper we advocate an OBDM approach to research assessment.
This new approach radically changes the traditional paradigm of construction of STI
indicators and offers a flexible and powerful tool for designing new indicators and develop
rigorous policy making. The confidence in this new approach comes from three directions: (i)
recent efforts from policy makers to support the creation of new datasets on S&T; (ii) bottom
up standardization initiatives; (iii) development of almetrics and web-based indicators. To
start with, in the last few years, several initiatives at European level have been based on an
intense production and use of new data.
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Table 2. Types of Research Impact and Indicators.

Type of impact | Short Description; Typical examples

Indicators (examples)

Scientific-scholarly or academic

Knowledge Contribution to scientific-scholarly progress: | Indicators based on publications and
growth creation of new scientific knowledge citations in peer-reviewed journals and
books
Research Integration  in  (inter)national  scientific- | (inter)national collaborations including co-
networks scholarly networks and research teams authorships; participation in emerging
topics
Publication Effectiveness of  publication  strategies; | Journal impact factors and other journal
outlets visibility and quality of used publication outlets | metrics; diversity of used outlets;
Societal
Social Stimulating new approaches to social issues; | ®  Citations in medical guidelines or
informing public debate and improve policy- policy documents to research articles
making; informing practitioners and improving | ®*  Funding received from end-users
professional practices; providing external users | *  End-user esteem (e.g., appointments
with useful knowledge; Improving people’s in (inter)national organizations,
health and quality of life; Improvements in advisory committees)
environment and lifestyle; = Juried selection of artworks for
exhibitions
=  Mentions of research work in social
media
Technological Creation of new technologies (products and | Citations in patents to the scientific
services) or enhancement of existing ones | literature (journal articles)
based on scientific research
Economic Improved productivity; adding to economic | ® Revenues created from the
growth and wealth creation; enhancing the commercialization of research
skills base; increased innovation capability and generated intellectual property (IP)
global competitiveness; uptake of recycling | ® Number patents, licenses, spin-offs
techniques; = Number of PhD and equivalent
research doctorates
=  Employability of PhD graduates
Cultural Supporting greater understanding of where we | ® Media (e.g. TV) performances
have come from, and who and what we are; | ® Essays on scientific achievements in
bringing new ideas and new modes of newspapers and weeklies
experience to the nation. =  Mentions of research work in social
media

Legend to Table 2: Partly based on AUBR (2010) and Moed & Halevi (2015)

In the field of data on universities, the pioneering efforts of Aquameth (Daraio et al., 2011;
Bonaccorsi & Daraio, 2007) and subsequently of Eumida (Bonaccorsi, 2014) have been
transformed in an institutional initiative called ETER (European Tertiary Education Register),
which will make publicly available microdata on universities in 2015. In the same field, the
mapping of diversity of European institutions (Huisman, Meek & Wood, 2007; van Vught,
2009) led to the experimental project U-Map, after which there has been an institutional effort
towards a multidimensional ranking exercise, called U-Multiranking (van Vught &
Westerheijden, 2010). In the field of Public Research Organisations, there has been an effort
to build up a comprehensive list of institutions and to survey their activities within the
European Research Area (ERA) context. The results of the large ERA surveys, run in 2013
and 2014, will be made available in 2015. These efforts from Europe have a major
counterpart on the other side of the Atlantic, where the STAR Metrics initiative (see
https://www.starmetrics.nih.gov/) has promoted a federal and research institution
collaboration to create a repository of data and tools that is producing extremely interesting
results. All these efforts, however, are based on the construction of new datasets, or the
integration of existing datasets into new ones. They do not solve the issue of comparability
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and standardization of information and of inter-operability, updating and scalability of
databases. It is interesting to observe that, in parallel to these efforts put in place by public
institutions and policy makers, there have also been massive bottom up efforts aimed at
standardizing the elementary pieces of information. Moreover, these efforts have been based
on the construction of partial ontologies. Consider the following.

- ORCID (http://orcid.org/) is a non-profit organization, supported by research
organizations, agencies, providers of publication management systems, and publishers,
aiming at giving all researchers a unique identifier (ORCID id number) and keeping it
persistent over time. Established at the end of 2009, but operational since end 2012, it has
almost reached one million researchers worldwide. Most of the increase has been achieved in
a very short time frame: from 100,000 in March 2013 to almost 970,000 as of October 2014
(with 35% from European, Middle East and Asian countries);

- CERIF is a Europe-based initiative aiming at standardizing the operations of funding
agencies, with the help of a full-scale ontology of almost all research products
(http://www.eurocris.org);

- CASRALI (www.casrai.org) is a Canada-US initiative for the standardization of data on
research institutions and funders (also supported by a committee of Science Europe;
http://www.scienceeurope.org/scientific-committees/Life-sciences/life-sciences-committee);

- ISNI (www.isni.org) provides lists and metadata on higher education, research,
funding and many other types of organizations, while Ringgold (www.ringgold.com) does the
same in the world of publishers and intermediaries.

These initiatives are strongly supported by international scientific associations (see for
example CODATA http://www.codata.org and the VIVO network of scientists:
http://www.vivoweb.org/).

Finally, the rapid growth of alternative metrics and web-based metrics has also created a large
space for the production of data from publicly available and other sources (Cronin &
Sugimoto, 2014). Summing up, there are powerful trends that point to the need to change the
overall philosophy of the production of S&T indicators. Instead of an environment in which
indicators are produced in close circles, by constructing ad hoc databases, with no built-in
interoperability, updating and scalability features, we have to move towards an environment
in which elementary pieces of information are fully standardized, micro-data consistent with
standardized definitions are (mostly) publicly available, and indicators are constructed
following the policy demands on the basis of stable platforms constantly integrated and
updated, instead of starting from scratch each time a new indicator is needed.

Main advantages of an OBDM approach compared to conventional data-base
integration approaches

While the amount of data stored in current information systems and the processes making use
of such data continuously grow, turning these data into information, and governing both data
and processes are still tremendously challenging tasks for Information Technology. The
problem is complicated due to the proliferation of data sources and services both within a
single organization, and in cooperating environments. The following factors explain why such
a proliferation constitutes a major problem with respect to the goal of carrying out effective
data governance tasks:

- Although the initial design of a collection of data sources and services might be
adequate, corrective maintenance actions tend to re-shape them into a form that often
diverges from the original conceptual structure.

- It is common practice to change a data source (e.g., a database) so as to adapt it both
to specific application-dependent needs, and to new requirements. The result is that
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data sources often become data structures coupled to a specific application (or, a class
of applications), rather than application-independent databases.

- The data stored in different sources and the processes operating over them tend to be
redundant, and mutually inconsistent, mainly because of the lack of central, coherent
and unified coordination of data management tasks.

The result is that information systems of medium and large organizations are typically
structured according to a “sylos”-based architecture, constituted by several, independent, and
distributed data sources, each one serving a specific application. This poses great difficulties
with respect to the goal of accessing data in a unified and coherent way. Analogously,
processes relevant to the organizations are often hidden in software applications, and a
formal, up-to-date description of what they do on the data and how they are related with other
processes is often missing. The introduction of service-oriented architectures is not a solution
to this problem per se, because the fact that data and processes are packed into services is not
sufficient for making the meaning of data and processes explicit. Indeed, services become
other artifacts to document and maintain, adding complexity to the governance problem.
Analogously, data warehousing techniques and the separation they advocate between the
management of data for the operation level, and data for the decision level, do not provide
solutions to this challenge. On the contrary, they also add complexity to the system, by
replicating data in different layers of the system, and introducing synchronization processes
across layers. All the above observations show that a unified access to data and an effective
governance of processes and services are extremely difficult goals to achieve in modern
information systems. Yet, both are crucial objectives for getting useful information out of the
information system, as well as for taking decisions based on them. This explains why
organizations spend a great deal of time and money for the understanding, the governance, the
curation, and the integration of data stored in different sources, and of the processes/services
that operate on them, and why this problem is often cited as a key and costly Information
Technology challenge faced by medium and large organizations today (Bernstein & Haas,
2008).

We argue that ontology-based data management (OBDM, Lenzerini, 2011) is a promising
direction for addressing the above challenges. The key idea of OBDM is to resort to a three-
level architecture, constituted by the ontology, the sources, and the mapping between the two.
The ontology is a conceptual, formal description of the domain of interest to a given
organization (or, a community of users), expressed in terms of relevant concepts, attributes of
concepts, relationships between concepts, and logical assertions characterizing the domain
knowledge. The data sources are the repositories accessible by the organization where data
concerning the domain are stored. In the general case, such repositories are numerous,
heterogeneous, each one managed and maintained independently from the others. The
mapping is a precise specification of the correspondence between the data contained in the
data sources and the elements of the ontology.

The main purpose of an OBDM system is to allow information consumers to query the data
using the elements in the ontology as predicates. In this sense, OBDM can be seen as a form
of information integration, where the usual global schema is replaced by the conceptual model
of the application domain, formulated as an ontology expressed in a logic-based language.
With this approach, the integrated view that the system provides to information consumers is
not merely a data structure accommodating the various data at the sources, but a semantically
rich description of the relevant concepts in the domain of interest, as well as the relationships
between such concepts. The distinction between the ontology and the data sources reflects the
separation between the conceptual level, the one presented to the client, and the
logical/physical level of the information system, the one stored in the sources, with the
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mapping acting as the reconciling structure between the two levels. This separation brings
several potential advantages:

- The ontology layer in the architecture is the obvious mean for pursuing a declarative
approach to information integration, and, more generally, to data governance. By
making the representation of the domain explicit, we gain re-usability of the acquired
knowledge, which is not achieved when the global schema is simply a unified
description of the underlying data sources.

- The mapping layer explicitly specifies the relationships between the domain concepts
on the one hand and the data sources on the other hand. Such a mapping is not only
used for the operation of the information system, but also for documentation purposes.
The importance of this aspect clearly emerges when looking at large organisations
where the information about data is widespread into separate pieces of documentation
that are often difficult to access and rarely conforming to common standards. The
ontology and the corresponding mappings to the data sources provide a common
ground for the documentation of all the data in the organisation, with obvious
advantages for the governance and the management of the information system.

- A third advantage has to do with the extensibility of the system. One criticism that is
often raised to data integration is that it requires merging and integrating the source
data in advance, and this merging process can be very costly. However, the ontology-
based approach we advocate does not impose to fully integrate the data sources at
once. Rather, after building even a rough skeleton of the domain model, one can
incrementally add new data sources or new elements therein, when they become
available, or when needed, thus amortising the cost of integration. Therefore, the
overall design can be regarded as the incremental process of understanding and
representing the domain, the available data sources, and the relationships between
them. The goal is to support the evolution of both the ontology and the mappings in
such a way that the system continues to operate while evolving, along the lines of
"pay-as-you-go" data integration pursed in the research on data-spaces (Sarma et al.,
2008).

The notions of ODBM were introduced in (Calvanese et al. 2007; Poggi et al. 2008), and
originated from several disciplines, in particular, Information Integration, Knowledge
Representation and Reasoning, and Incomplete and Deductive Databases. The central notion
of OBDM is therefore the ontology, and reasoning over the ontology is at the basis of all the
tasks that an OBDM system has to carry out. In particular, the axioms of the ontology allow
one to derive new facts from the source data, and these inferred facts greatly influence the set
of answers that the system should compute during query processing. In the last decades,
research on ontology languages and ontology inferencing has been very active in the area of
Knowledge Representation and Reasoning. Description Logics (DLs, Baader et al., 2007) are
widely recognized as appropriate logics for expressing ontologies, and are at the basis of the
W3C standard ontology language OWL. These logics permit the specification of a domain by
providing the definition of classes and by structuring the knowledge about the classes using a
rich set of logical operators. They are decidable fragments of mathematical logic, resulting
from extensive investigations on the trade-off between expressive power of Knowledge
Representation languages, and computational complexity of reasoning tasks. Indeed, the
constructs appearing in the DLs used in OBDI are carefully chosen taking into account such a
trade-off (Calvanese et al., 2007).

As indicated above, the axioms in the ontology can be seen as semantic rules that are used to
complete the knowledge given by the raw facts determined by the data in the sources. In this
sense, the source data of an OBDI system can be seen as an incomplete database, and query
answering can be seen as the process of computing the answers logically deriving from the
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combination of such incomplete knowledge and the ontology axioms. Therefore, at least
conceptually, there is a connection between OBDM and the two areas of incomplete
information (Imielinski & Lipski, 1984) and deductive databases (Ceri et al., 1990).

Sapientia at a glance

The main objective of Sapientia is to model all the activities relevant for the evaluation of
research and for assessing its impact. For impact, in a broad sense, we mean any effect,
change or benefit, to the economy, society, culture, public policy or services, health, the

environment or quality of life, beyond academia.

Table 3. Modules of the Sapientia Ontology.

N. | Module Name Module Description

1 | Overview presents the terminological inventory needed to define the ontology domain: what is
to be known to assess research activities and their impact on human knowledge and
the economic system

2 | Agent models the individuals involved in the world of research, carrying out knowledge-
related activities

3 | Activity models the main knowledge related activities matching them with public and
relevant commitments of the agents involved in the domain (each module from 4 to
11 is devoted to a kind of knowledge-related activity - the module name corresponds
to the appropriate specialization of the concept Activity)

4 | Research activity | models, among the knowledge-related activities, those that allow the scientific

community to advance the state of the art of knowledge

Educational_activ
ity

models, among the knowledge-related activities, those that allow people to improve
their knowledge

Conferring
degrees activity

models, among the knowledge-related activities, those that grant degrees allowing
people to widely qualify themselves

7 | Publishing models, among the knowledge-related activities, those that allow people to know the
activity results of research activities
8 | Preservation models, among knowledge-related activities, those that permit the preservation of
activity the value of things (related to research activities)
9 | Funding activity | models, among the knowledge-related activities, those that assign and distribute the
funds needed to carry out research, educational and service activities
10 | Inspecting activity | models, among the knowledge-related activities, those that control and assess
research, educational and service activities
11 | Producing models, among the knowledge-related activities, those that produce economic,
activity society and cultural value
12 | Space models the space and its roles
13 | Taxonomy models the relevant taxonomies that classify the elements of the domain
14 | Time models the depth of time of the domain (this module is spread through the others)

Hence, Sapientia covers what is to be known about assess research activities and their impact
on human knowledge and the economic system. For this purpose the ontology embraces:
the inter-relationships between research activities (Modules Research_activity,

Publishing_activity);
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. the relationships between research activities and people’s personal knowledge
(Modules Teaching_activity, Conferring_degrees activity, Publishing_activity,
Producing_activity);

. the relationships between research activities and other missions of individuals and
institutions (Modules Inspect _activity, Producing_activity);
. the relationship between research activities and the knowledge locally available to the

companies in the economic system, enabling their innovative behavior (Module
Producing_activity).

The Sapientia ontology includes also the activities that are needed for fostering these
relationships (Modules Preservation activity, Inspecting activity and Funding activities).
The 14 modules that compose Sapientia are listed in Table 3.

Modelling choices

We pursued a modelling approach based on processes, which were conceived as collections of
activities. A process is composed by inputs and outputs. Individuals and activities are the
main pillars of the ontology.

We consider the building of descriptive, interpretative, and policy models of our domain as a
distinct step with respect to the building of the domain ontology. However, the ontology will
intermediate the use of data in the modelling step, and should be rich enough to allow the
analyst the freedom to define any model she considers useful to pursue her analytic goal.
Obviously, the actual availability of relevant data will constrain both the mapping of data
sources on the ontology, and the actual computation of model variables and indicators of the
conceptual model. However, the analyst should not refrain from proposing the models that
she considers the best suited for her purposes, and to express, using the ontology, the quality
requirements, the logical, and the functional specification for her ideal model variables and
indicators. This approach has many merits, and in particular:

- it allows the use of a common and stable ontology as a platform for different models;

- it addresses the efforts to enrich data sources, and verify their quality;

- it makes transparent and traceable the process of approximation of variables and
models when the available data are less than ideal;

- it makes use of every source at the best level of aggregation, usually the atomic one.
More generally, this approach is consistent with the effort of avoiding “the harm caused by
the blind symbolism that generally characterizes a hasty mathematization” put forward by
Georgescu Roegen in his seminal work on production models and on methods in economic
science (Georgescu-Roegen, 1970, 1971, 1979). In fact, one can verify the logical consistency
of the ontology and compute answers to unambiguous logical queries.

Moreover, the proposed ontology allows us to follow the Georgescu-Roegen approach also in
the use of the concept of process. We can analyze the knowledge production activities, at an
atomic level, considering their time dimension and such funds as the cumulated results of
previous research activities, both those available in relevant publications, and those embodied
in the authors’ competences and potential, the infrastructure assets, and the time devoted by
the group of authors to current research projects. Similarly, we can analyze the output of
teaching activities, considering the joint effect of funds such as the competence of teachers,
the skills and the initial education of students, and educational infrastructures and resources.
Thirdly, service activities of research and teaching institutions provide infrastructural and
knowledge assets that act as a fund in the assessment of the impact of those institutions on the
innovation of the economic system. The perimeter of our domain should allow us to consider
the different channels of transmission of that impact: mobility of researchers, career of
alumni, applied research contracts, joint use of infrastructures, and so on. In this context,
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different theories and models of the system of knowledge production could be developed and
tested (Etzkowitz & Leydesdorft, 2000).

Table 4. Indicators considered for the test of the completeness of Sapientia.

Sapientia’s Modules
# Indicator (I)
2 3456789101 12 13 14
I1  Number of published articles A F FD1 DI D2
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e
N
ot
e
55 pecege sy oo
57 N s gz

119 Member of editorial board
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131 Involvement of early career researchers in teams AF

133 Doctoral completions A

137 Research Infrastructures and facilities A

I35 Percentage of research active per total academic staff FA
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Testing the Ontology: analysis of the competency questions

One way to check if the ontology contains all the relevant information and/or details to
represent the domain of interest, currently used in knowledge representation, is based on the
specification of competency questions (Gruninger & Fox 1995). These questions correspond
to check whether the ontology contains enough information to answer these types of questions
or whether the answers require a particular level of detail or representation of a particular
module of the ontology that needs to be further developed. The analysis of the competency
questions of Sapientia has been carried out on the indicators contained in the paper by Moed
and Halevi (2015), integrated with the additional indicators reported in the AUBR (2010)
document. In addition, other key references of the ontological commitments have been Moed,
Glanzel and Schmock (2004), Moed (2005) and Cronin and Sugimoto (2014), together with
the knowledge background of the team of the project.

Table 4 contains the list of indicators considered for the verification of the competency
questions. Associated to each indicator are reported the following pieces of information:

e Facts (F) are the content of the data, the relevant information about atomic events
relevant for the construction of the indicator;

* Aggregation level (A) is the minimal aggregation level: the concept which classifies
the objects included in the indicator;

* Dimensions of the analysis (D), are descriptive properties which are relevant to access
higher level of aggregation. They are evaluated by the dimension of taxonomy (D1)
and that of time (D2).

Table 5 summarizes the number of facts (F), aggregations (A) and dimensions (D) by module,
as reported in Table 4, to check the comprehensiveness of Sapientia with respect to the
indicators listed therein. Put it in another way, we checked whether our ontology was able to
include all the relevant conceptual information requested by the specification of the listed
indicators in Table 4. The answer to this question is indeed positive.

Table 5. Some statistics on the “usage” of the Ontology modules.

2 3 4 5 6 7 8 9 10 11 12 13 14
7 1 2 1 212011 7 3 6 113! 5 2
Al34 0! 1 0 0 0 0 0 ‘ 0 0 2 1 0
2 0 0 0 0 0 0 0 0 0 (313138

By inspecting Table 5 it clearly appears that only a few modules are used for the specification
of the indicators reported in Table 4. This means that our ontology covers a much broader
conceptual domain with respect to the one underlying (even if not formally specified) by the
indicators reported in Table 4. The most frequently used module is the Publishing module (7),
followed by Space (12) and Funding (9). We note that the modules 12 (Space), 13
(Taxonomy) and 14 (Time) are used in the majority of the cases to further characterize the
dimensions of the considered indicators.

A new way to conceive and specify STI indicators

By adopting an OBDM perspective a new approach to designing indicators can be
implemented. This new approach aligns very well with the recent trends described in the
introduction.

The traditional approach to indicators’ design is based on informal definitions expressed in a
natural language (English, typically). An indicator is defined as a relationship between
variables, e.g. a ratio between number of publications per academic staff, chosen among a
predefined set of data collected and aggregated ad hoc, by a private or a public entity,
according to the user needs, and hence not re-usable for future assessment and use.
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The OBDM approach we pursue in this paper permits a more advanced specification of an
indicator according to the following dimensions:

— the ontological dimension. It represents the domain (portion) of the reality to be
measured by the indicator (obviously, in the scope of this paper, all indicators will
share the Sapientia ontology as their ontological part);

— the logical dimension. It denotes the question that has to be asked to the ontological
portion in order to retrieve all the information (data) needed for calculating the
indicator value. In this case the data are extracted from the sources through the
mapping considering the logical specification of the query;

— the functional dimension. It indicates the mathematical expression that has to be
applied on the result of the logical extraction of data carried out in the previous point
in order to calculate the indicator value;

— the qualitative dimension. 1t specifies the questions that have to be asked to the
ontological part in order to generate the list of problems affecting the meaningfulness
of the calculated indicator. An indicator will be considered meaningful if the list of its
problems is empty.

In addition to the advantages of the OBDM recalled in previous sections above, the main
specific benefits of this approach for designing indicators are the following:

1. It offers a space to freely explore the generation of new indicators, not previously
specified by users, thanks to the multiple inheritance in the hierarchy of the concepts
(a concept can be subsumed in several concepts).

2. For standard indicators specified by the users it can be seen immediately what is
missing or which problems exist to calculate them;

3. It provides more alternatives and diagnostic ways to check the robustness of indicators
with respect to opportunistic behaviour and the general goals of the assessment;

4. The formal specification of the indicators is made independently of the data. In this
way, when applied to heterogeneous data sources, OBDM offers the opportunity to
compute “comparable” indicator values at different level of aggregation. Moreover, it
offers a reference system to check the comparability level among the heterogeneous
sources of data and to identify where to invest in order to overcome the remaining
existing comparability problems.

5. This approach permits an unambiguous way to define and compute the indicators. The
indicator is calculated always in the same way.

Conclusions and further developments

In this paper we advocated the use of an OBDM approach to research assessment. We
explained the reasons why a paradigm shift in research assessment is needed and outlined the
main advantages of an OBDM approach over traditional databases integration approaches.
We described the main objectives and structure of Sapientia the Ontology of Multi-
dimensional Research Assessment. Finally, we illustrate the new indicator design
methodology implicitly provided by an OBDM approach.

Sapientia 1.0 has been closed on the 22" December 2014 and consisted of around 350
symbols (including concepts, relations and attributes). The full documentation of the
Ontology is under way together with the mapping with several sources of data. Due to the
works on the documentation and the mapping with the data in progress, as well as the limited
number of pages available, we concentrated our presentation on the methodological aspects
related to the development of the Sapientia.

We believe in fact that it will open a new stream of studies to further explore and exploit the
OBDM approach for STI indicator designers and policy makers.
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Abstract

Before 2012, it was hard to come to a comprehensive evaluation of academic journals in China. For this reason
the international influence of journals published in China hadn’t been paid enough attention, leading to a bias in
the Chinese research assessment system. Since 2012, China National Knowledge Infrastructure (CNKI) invested
and carried out the project of the development of the “Annual Report for International Citations of Chinese
Academic Journals . In the same year, CNKI made a comprehensive study on the international citations of more
than 6000 journals in China, and found that some journals had a certain international influence. In order to make
a comprehensive assessment of the international influence of those journals, CNKI has developed a
comprehensive indicator, named the CI index (clout index), combining the effect of both the impact factor and
the citation counts. This article describes the purpose, methods and results of part of this project, providing a
fresh idea for a comprehensive evaluation of the influence of Chinese academic journals.

Conference Topic
Methods and techniques

Background

In the era of big data and we-media as shown by Bowman & Willis (2003), direct publication
and free access are all around, leading to the question: “how can academic journals survive”?
It is known that journals, in particular journals sharing a scientific community compete in one
market, but journals will survive as long as they have a function for a specific academic
community. The main problem that Chinese journals, especially academic journals, are faced
with, is the competition with huge international publishing companies. It has been a common
knowledge that it is hard for the domestic journals to compete with those international
academic journals.

According to Thomson Reuters’ SCI data, as shown in Fig. 1, Chinese scholars published
114,130 papers in international journals in 2008. This number has greatly increased to
232.000 in 2013, which is a doubling of that in 2008. While Fig. 2 shows a comparison of the
papers Chinese scholars published in the journals covered by the SCI with the papers Chinese
scholars published in domestic academic journals in 2013. It can be seen in Fig. 2 that 1.035
million papers have been published in 3569 domestic academic journals in 2013. Compared to
the 1,035,142 domestic papers, 206,598 academic papers were published in journals covered
by the SCI. This means that one sixth of the Chinese academic papers had flowed overseas.
There is also a rapid increase in quantity for the papers in the field of social sciences. The
number of Chinese SSCI papers had increased from 4,430 in 2008 to 9,722 in 2013, which
means a doubling over five years.
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Figure 1. Evolution of the number of academic papers Chinese scholars published in
international journals covered by the SCI during 2008-2013.

= The number of academic papers Chinese scholars published in international journals covered by SCI

= The number of academic papers Chinese scholars published in domestic Journals

Figure 2. A comparison between Chinese papers published in journals covered by the SCI with
papers published by Chinese scholars in domestic academic journals in 2013.

It is seen that so many China’s qualified academic papers have flowed overseas and published
in international journals, especially SCI journals. While the impact of China’s academic
journals on international audience was rarely revealed before. We think that, in the
information era, with an increasing quantity of journals, the full importance of academic
journals should be revealed through an objective evaluation based on a large amount of data.
Journal management departments often use an “index set” of journal characteristics. This
index set is used for the quantitative assessment of journal’s quality. It has become a social
consensus that “Scientific decision-making needs the support based on the big data”. China’s
publishing management system, in particular, urgently needs a comprehensive, objective and
impartial data set for the allocation of journal publishing resources.

Most scholars agree that publishing academic papers in the journals of a high academic
standing is a means of academic communication and the success of a scholar in this can be
used as a factor in evaluation exercises. The problem is where to draw the line between
journals of high standing and journals of lower standing. In the past, data regarding
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international journals were not taken into account for various evaluations of domestic
journals. Therefore, it was hard for the domestic journals to compete with those international
academic journals.

It is common that the reputation of Chinese scientific journals in the international community
is measured by journal Impact factor (IF). Ren (1999) proposed the challenge for Chinese
scientific journals using this indicator for the evaluation of Chinese journals. Based on the
fact that a journal’s international impact had not been adequately considered in the past,
research management department such as that of CNKI could only take the SCI as evaluation
standard. The Science Citation Index (SCI) initiated by Eugene Garfield is a unique retrieval
and evaluation tool (Garfield, 1955). Yet it is known that it is not adequate for the local
evaluations of less developed non-English speaking countries, or for the retrieval of these
countries’ publications (Ren & Rousseau, 2002). Since English is the most widely used
language in science, journal publishers prefer to publishing in English to attract a larger
reader base, resulting in more visibility, increased citations and higher IF, as shown in the
study by Ren & Rousseau (2004). According to the above discussion, it is necessary for us to
take an international perspective and a domestic view to evaluate the influence of China’s
academic journals, i.e. consider both domestic and international journals’ citing citations to
Chinese academic journals, in order to conduct scientific and reasonable evaluations of
Chinese academic journals. For the citations by domestic journals, CNKI has developed
“Annual Report for Chinese Academic Journal Impact Factors” since 2009. In this study, we
focus on the citations by international journals, introducing the research purpose, methods and
results of the “Annual Report for International Citations of Chinese Academic Journals”.

Purpose

In this study, we conduct a quantitative assessment of academic journals published in
Mainland China, either in Chinese or in English, in order to make an evaluation of their
quality. Moreover, we analyze their world-wide influence by mining their cited records of
citations by international journals. In the following we first give our understanding of an
academic journal of high quality.

A journal of high quality provides products and services meeting or exceeding its readers’
expectations. As such the quality of an academic journal is a comprehensive reflection of its
publication level as manifested through the importance of its articles for the advancement of
science. Following national and international norms, timeliness of publication and a large
reader base also contribute to a journal’s quality.

Influence of an academic journal refers to the ability of the journal to arouse its readers’
attention and thinking, obtain their recognition and even alter their thoughts, opinions and
behavior. A high-level journal influences academic development, by the ideas, concepts,
theories, methods, findings, inventions and facts it introduces to the scientific community.
Besides these objective aspects, a high-level journal has also an emotional influence,
associated with its brand name, on its reader community.

Influence is not only a reflection of quality, but also a function of time. High quality papers,
including editorials, show their influence gradually over time. Dissemination of journals can
be judged scientifically and objectively by the frequency of being cited in domestic and
foreign academic literature.

Method

Index system

Some scholars have suggested that data including downloading and online comments should
be considered. These ideas are related to the altmetrics, or social influmetrics, movement
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(Rousseau & Ye, 2013). Even the new Nature Index includes altmetric data (refer to the
website: www.natureindex.com). However, downloading is a complex issue. It ranges from
results of web crawling to students’ learning, or providing intelligence services, and does not
only include use for academic research. Moreover, based on current data analysis technology,
it is still a challenge to judge if online comments are scientific or rigorous. In contrast, citation
is a reflection of academic norms. Each author is required to respect the intellectual property
rights of the literature he or she cites. Otherwise his/her behavior might be considered as
misconduct. Therefore, statistical analysis of citations is considered as a relatively reliable and
quantifiable technique.

Citation and publication statistics may include the following items:

(1) Statistics related to received citations such as the total cites in a year. Citations may
include mutual journal citations and a history of received citations over a period of several
years.

(2) Quantity of published literature such as the amount of published papers (further
subdivided into types such as ‘normal’ articles, reviews, editorials, etc.), proportion of funded
papers and proportion of articles with foreign collaboration.

(3) “Calculated indicators for evaluation: Indicators related with cited frequency such as
immediacy index, the 2-year impact factor, 3-, 4-, or 5-year impact factor, etc. Indicator
related with mutual citations: mutual citation index. Indicators related to the life cycle of
literature: citing half-life, cited half-life, etc.”

(4) The composition of the editorial board and the prestige of the editor-in-chief.

Selection of statistical sources for the international citations report

Statistical sources for the international citation report must be journals selected according to
the standard for the evaluation of the international influence. Besides the journals from
American and European countries, representative journals from other countries should also be
included. The list of source journals should be based on suggestions from domestic and
foreign experts. It is known that SCI database includes the most representative journals from
the American and European countries and, as such, may be acceptable for reflecting the
international influence of Chinese academic journals. Hence, at least for the current year, we
still use the SCI database as the statistical source to evaluate academic journals. This means
that we consider 8,621 academic journals covered in this database.

The case for humanities and social science fields is more complicated. It is not enough to
merely use the 6,429 journals of SSCI and the A&HCI to evaluate the humanities and social
sciences journals. For a more comprehensive statistic of the international influence of China’s
humanities and social sciences journals, we add well-known databases as a supplement,
including those of leading international publishing groups such as Elsevier, Springer, Wiley,
and Emerald. In this way, 1483 source journals (non-WOS humanities or social science
journals) are included, which are good supplements for the source journals. According to
experts’ recommendations, we have also supplied 441 journals in minor languages, which pay
attention to Chinese issues. These journals have not been included in the worldwide major
databases, but they are indispensable for the research of local social science experts
(Ossenblok, Engels & Sivertsen, 2012).

Data standards

In order to ensure the accuracy of the statistical data, we have established data processing
standards, procedures, as well as quality requirements. Accordingly, we normalized and
standardized the raw data and set up a series of databases as follows:
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(1) The document database of norms for titles of more than 7,000 Chinese and English
journals in China.

(2) The bibliographic database of China’s academic journals, a collection of about 8,000
domestic academic journals and more than 42 million publications, used for citation links.

(3) Set up “the Statistical Standards of the Published Paper Amount”. According the norm,
make the statistics on the amount of published papers, as well as the cited papers published in
the recent six years.

The development process

(1) Collection of data: including data retrieval in the WOS database, and the processing of
data from supplementary journals.

(2) Standardized data processing: automatic processing of data such as citation links, and
fuzzy title matching. If necessary these techniques were augmented by manual inspection to
improve efficiency and accuracy.

(3) Detection: verification of data integrity and accuracy checks to ensure that the data meets
the quality standards, plus an annual appraisal of a group of experts.

(4) Trial calculation, validation, and sample verification: indicator calculation must be double
checked by several persons, and those journals with large inter-annual variations in one or
more indices are the target of special attention.

Results

According to the method mentioned above, we developed the “International citation annual
report” providing evaluation data of Chinese academic journals, first released in 2012. In
December 2014, the 2014 Annual Report (Xiao & Du, 2014) was published and the
evaluation data for more than 6000 academic journals were provided. These results were
released in the “Database of Statistical Analysis of Individual Journal’s Impact” available on
the website of the CNKI (www.cnki.net).

Selection of highlights

Definition of a new international impact index: the clout index, denoted as CI

Several indicators like the journal impact factor and total cites are commonly used for the
evaluation of a journal. Before continuing we first provide a short review of those indicators.
The idea of a journal IF was first propagated by Eugene Garfield in the journal Science in
1955 (Garfield, 1955, 2006). Currently, the journal IF is generally regarded as representing
the quality of academic journals in terms of citations received by its published articles. It is
usually assumed that journals with a high IF carry meaningful, prominent, and quality
research (Saxena, 2013). However, this single parameter is clearly not sufficient (Vanclay,
2012, Glaenzel, 2009). First of all, according to its definition, the IF reflects the performance
of a journal in the most recent two years. The cited half-life for an academic journal is about 4
to 12 years, while the period of the most recent two years is merely the peak time for citation
(and even that depends on the field), accounting for about 20% of the total citation amount, as
shown in Fig.3. Second, the journal IF is independent of factors like the history and scale of
journals and may reflect the popularity of published topics (Rousseau et al., 2013). Besides,
journal IF depends on the research field: high journal IF is likely achieved for journals
covering large areas of basic research with a rapidly expanding but short lived literature that
use many references per article (Seglen, 1997). Using the IF as the single measure would lead
to artificial constraints on the quantity of published work as well as the tendency to publish a
large number of papers in line with the current popular trends without solving any
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fundamental problem. Journals that act like this would lose their basic function as real
academic communication platforms.

30000 - >
———— Natural Science

Engineering and Technology
Natural Science —— Medicine & Health

o ~——— Agriculture

25000

20000 ——— Social Sciences

Humanities

15000 -

Citations

Humanities

4
Y

10000

5000 +

T T T T L} L} T
2010 2005 2000 1995 1990 1985 1980 1975
Year

Figure 3. Cited half-life for different subject categories.

Total cites is directly related to journals’ publishing history and scale. As shown in Fig. 3, we
should also mention that total cites, which include the other 80% of citations that are excluded
from the calculation of the IF, reflect the total impact power. However, it is also unreasonable
to only consider total cites as the single evaluation factor. It might encourage researchers to
aggressively increase their publishing quantity at the expense of academic quality.

Here, we should mention the topic of self citations. Whenever citations are used as indicators
to evaluate scientific research, self-citations are often considered controversial. Many scholars
have studied self-citation and some suggest that self-citations should be removed from
citation counts, at least at micro and meso levels (e.g. analyses of persons, research groups,
departments, and institutions) (Aksnes, 2003, Thijs & Glaenzel, 2005). Today the indicator of
self-citations has been widely used in the evaluation of scientific journals.

We all know that IF and citations are field dependent, and therefore, indicators which
compare expections to observed values are also interesting, see the work of Glaenzel,
Schubert and Braun to MOCR (The Mean Observed Citation Rate) and MECR (The Mean
Excepted Citation Rate) (Braun et al., 1985, Schubert et al., 1989). While Bonitz et al. (1997)
stuied the Matthew effect of countries and Matthew citation journals, and presented the
established characteristic of the so-called Matthew Effect for countries: field-dependency,
time-stability and order of magnitude. Boyack & Klavans (2014) made the analysis on non-
source publications in a different context, including non-source items in a large-scale map of
science. These studies have inspired our work on exploring a comprehensive indicator for the
evaluation of non-WOS-source domestic academic journals.

Thus, we have developed a comprehensive indicator, named as the Clout Index (CI), which
takes both the IF and total cites into account. To be precise, we replace the WOS IF and total
citations with the non-self-cited IF and total non-self-cited citations in the calculation of the
CI values, taking into account that most of Chinese journals are not covered by the WOS.
First, we normalize the non-self-cited IF and total non-self-cited cites by a linear
normalization method (the same for the two indices) shown in Equation (1), where
represents the parameter that has to be normalized, while N represents the normalized value.
In this way the two values are in the range [0, 1].
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For the next step, we apply Eq. 2 to calculate the CI value:

Cl=v2-C=v2-\(1-xP +(1-y) @)

Fig. 4 shows a schematic distribution of CI values calculated by Eq.2. The points scattered in
Fig. 4 represent the CI values of the selected journals. It should be noted that, in Eq. 2 and in
Fig. 4, x and y stand for the normalized non-self-cited IF and total non-self-cited cites,
respectively. From Fig.4, it can been seen that the origin coincides with non-self-cited IF = 0
and total non-self-cited cites = 0, while the point (1, 1) represents that the journal has reached
the maximum value in both the non-self-cited IF and total non-self-cited cites. If we take the
point (1, 1) as the center and CI value as radius to draw circles, then points on the same circle
have the same CI value. The points located in the bottom-left area have lower CI values while
the ones in the up-right area have higher values.

1.0
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Figure 4. Schematic view of the Clout Index (CI) and selection of top journals in China.

In Figure 4, we drew two curves with the point (1,1) as their center, and CI(1) and CI(2) as
radius, respectively. Here, CI(1) and CI(2), represent the critical CI values of selected Top 5%
and Top 10% journals, respectively. We consider journals with CI values above the Top 5%
as “The Highest International Impact Academic Journals of China”, while CI values between
CI(1) and CI(2) as “The Excellent International Impact Academic Journals of China”. Here,
China’s academic journals published either in English or in Chinese are both considered.

At this point, we would like to explain why we choose a vector sum method for the
calculation of the CI value instead of using a simple linear sum. Figure 5 shows a comparison
of the linear sum and the vector sum method. The scatterplot itself in Figure 5 is the same as
in Figure 4. First, we consider that IF and cites have the same weight as evaluation indicators.
If we take the linear sum method, i.e. CI=x+y, we obtain oblique straight lines with different
lengths to show equal CI values. Here, x and y have the same definition as those for Figure 5.
Compared to the result obtained from the linear sum method, the CI value is smaller by the
vector sum method, when the points closed to x or y axes. In this system, journals with higher
single index, either IF or cites are easily excluded. Thus, our algorithm gives a better way to
match the evaluation principle: "not only quality but also quantity matters".
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Figure 5. A comparison of the linear sum and the vector sum method.

In our system, we consider that journals with both higher IF and higher cites are journals of
high-quality. Those journals commonly have higher influences in their scientific field. Fig. 6
shows the schematic view of the scatterplot of the CI value for both the SCI journals as well
as Chinese domestic journals. We use double logarithmic coord. system in Fig. 6, where our
developed vector sum method is applied to calculated the CI values for SCI journals and
China’s domestic journals. Both of the statistical sources are WOS database. The green
triangles represent the CI values for the international SCI journals, while the black ones show
the domestic journals covered by SCI. Those related to the Top 5% journals are shown in red,
while for Top 5-10% journals in dark blue. Lower CI values for other domestic journal are
shown in orange. It is clear that the majority of international journals covered by the SCI is
situated in the area with both higher IF and higher citations. Situations are similar for the Top
5% and Top 5-10% domestic journals. Thus justifies that our vector sum method is a good
method for the evaluation of the journals, and the CI index can be considered as an effective
and reasonable indicator for the quantitative assessment of journal impact.
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Figure 6. A schematic view of the scatterplot of the CI values for both the SCI journals and
China’s domestic journals.
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Problems in the selection of top journals

Division of subjects

There is, among domestic journals in various disciplines, a large imbalance in the level of
international influence and the extent of “going global”. If top journals were selected per
discipline, excellent journals in highly visible disciplines may be excluded, while journals
with less international influence in disadvantaged disciplines may come into the list. This is
not the way we want to highlight the most influential journals. As time goes by, we expect
that the international influence of various disciplines will be improved and developed in a
balanced way. At that time we will be able to perform sub-discipline rankings.

Comprehensive consideration of domestic and international influence

In the evaluation of international influence we should consider domestic and international
influences as two sides of the same coin. However, first, a separate evaluation is more helpful
for understanding the situation of the journals in both domestic and international market.
Secondly, there is no recognized method showing how to merge these two reports, however,
see Jin & Rousseau’s study for an earlier merging attempts (Jin et al., 1999, Jin & Rousseau,
2004). The main difficulty lies in the point that there are different opinions on the issue of
whether “a domestic citation is equal to an international citation.” Considering the fact that
“the annual report of the impact factors of China’s academic journals” has been well
developed for years, in this article, we mainly discuss the research method of the annual
report of the international citations.

The selection process and resulting top list

To highlight the most influential journals, this year we continue selecting “The Highest
International Impact Academic Journals of China” and “The Excellent International Impact
Academic Journals of China”. By ranking the journals of STM (Science/ Technology/
Medicine) and AH&SS (Humanities and Social Sciences) according to the CI values, we
selected the Top 5% and the Top 5-10% journals; then sent the selection method, data of
indicators and the primary list to more than 70 experts for peer review.

Some journals were removed from the list for their bad reputation evaluated by peer
reviewers, while other ones were supplemented in sequence. This was done in such a way as
to make sure that the total number of selected journals stayed the same. Finally we determined
176 STM journals and 61 AH&SS journals as “The Highest International Impact Academic
Journals of China”, and 174 STM journals and 60 AH&SS journals as “The Excellent
International Impact Academic Journals of China” Among these 471 Top 5-10% journals, 458
are core journals selected by various domestic institutions, and most of the other 13 are
journals in English or newly created ones.

Summary and outlook

(1) An international report has been issued for three successive years and approved by
government departments in charge of journals, editorial department of journals and academic
circles. This encourages us to keep this work going.

(2) With the accumulation of data, many meaningful conclusions can be drawn from the
analysis of inter-annual variations in data.

(3) There is certainly room to improve the evaluation methods, including the selection criteria
of the international source journals, possible improvement of the determination of the CI
indicator and the integration of domestic and international lists.

(4) The main points of this article have been written in a manuscript submitted to Acta
Editologica in Chinese language (Wu et al., 2014).
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Abstract

Individual scholars are the central unit of the research system and are increasingly the focus of bibliometric
studies. An important aspect in the study of individual scholars is their academic age, which allows for the
comparison of scholars that have been academically active in a similar period of time. Based on a sample of
Quebec researchers for whom their year of birth, PhD year as well as the year of their first publication are
known, we study the relationships among these ages with the aim of determining how their year of first
publication can be used to estimate their ‘real’ age. Moderate correlations have been found among the ages, and
the first publication year has a higher correlation with the PhD year than with the birth year. However, an
important dispersion of scholars across the different ages is observed; thus, the year of first publication can only
be taken as proxy of the real age of scholars. Alternatively, the consideration of cohorts of around 5 years seems
to be a reasonable approach. Further research will focus on the exploration of other bibliometric indicators in
order to refine the preliminary developments discussed here.

Conference Topic
Methods and techniques

Introduction

In individual-level bibliometric studies, the socio-demographic characteristics of scholars are
of central importance to understand and better frame the results obtained (Costas & Bordons,
2011; Gingras, Lariviére, Macaluso, & Robitaille, 2008; Mauleén & Bordons, 2006). Among
these socio-demographic characteristics we can mention gender (Larivieére, Ni, Gingras,
Cronin, & Sugimoto, 2013; Mauleén & Bordons, 2006), mobility (Canibano, Otamendy, &
Solis, 2011; Franzoni, Scellato, & Stephan, 2012), and nationality (Moed & Halevi, 2014),
among others. The development of large-scale author-name disambiguation algorithms
(Caron & Van Eck, 2014) as well as the increasing quantity of papers’ metadata indexed (e.g.
author names and surnames, affiliations, e-mail data, etc.) have allowed the study of the
socio-demographic characteristics of scholars at a larger scale. For example, the analysis of
the first author names of authors (Lariviére et al., 2013) allowed the macro analysis of gender
disparities worldwide. The large-scale analysis of the relationship between author names,
affiliations and countries collected from scientific publications has open the possibility of
studying academic mobility at the world level (Moed, Aisati, & Plume, 2013), as well as the
nationality (Costas & Noyons, 2013), migrations (Moed & Halevi, 2014) or even the ethnic
origin (Freeman, 2014) of scholars.

A critical element for individual-level bibliometrics is the age of the researchers (Costas &
Bordons, 2011; Larivieére, Archambault, & Gingras, 2008; Levin & Stephan, 1989), especially
from the point of view of its relationship with productivity (Falagas, lerodiakonou, &
Alexiou, 2008; Levin & Stephan, 1989). Age is also a common point of debate in science
policy, as it aims to compare scholars of the same ‘academic age’ (Bornmann & Leydesdorff,
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2014). However, one of the main reasons that hinders the development of bibliometric studies
at the individual level is the lack of systematic data on the age of scholars, as this information
is not systematically collected in bibliographic databases. A commonly used proxy for the
study of the age of scholars has been the so-called ‘scientific (or academic) age’, often
defined as the publication year of the first paper of a scholar (Radicchi & Castellano, 2013).
! The use of this age is very convenient, as it is possible to directly extract it from bibliometric
data. However, so far there has not been any analysis on the relationship between this proxy
and the real age of scholars. This paper is intended to fill this gap and shed some light on the
relationship between the ‘bibliometric’ age of scholars that can be calculated based on
bibliographic information and the ‘real’ age(s) of individual scholars, namely their birth age
and their PhD age. In other words, we aim to infer the birth year and PhD year of scholars
based on models that are exclusively based on bibliometric indicators” (e.g. first publication
year, position of signature, co-authors, etc.). Thus, the main research question can be
operationalized as follows: could the year of first publication (YFP) of a scholar (as recorded
in the Web of Science) be considered as a relevant proxy of the birth and/or PhD ages of
scholars?

Methodology

In order to answer the research questions it is necessary to have a dataset of scholars for
whom their real ages are certainly known as well as the publication years of their scientific
publications. Thus, as our golden set, in this study we have considered one of the (possibly)
largest datasets of individual scholars for whom real individual characteristics are known (this
dataset has been used in some other studies, e.g. Gingras et al., 2008; Lariviere et al., 2011).
This dataset is composed by 13,626 university professors from Quebec who have published at
least one article during the 1980-2012 period. For every scholar in the dataset, the following
individual elements have been codified:

- Year of birth [Birth year]

- Year of PhD (year when the scholar has obtained her (first) PhD) [PAD year].

- Publication year of their first publication in the Web of Science (WoS) [YFP]

- [Birth year to YFP], which is calculated as [ YFP]-[Birth year]

- [PhD year to YFP] which is calculated as [ YFP]-[PhD year]

- Domain (nine disciplinary fields of activity of the scholar, which is based on the 2000
revision of the U.S. Classification of Instructional Programs (CIP)’ developed by the U.S.
Department of Education's National Center for Education Statistics (NCES).

Complementary, we have also calculated the total number of publications of the scholars in
the period 1980-2012 [P].

A technical limitation of the dataset is that the WoS publication data starts in 1980, thus
meaning that for very old individuals it is not possible to know with certainty if the first
publication recorded in the WoS during the period 1980-2012 truly corresponds with their
actual first publication. To reduce the effect of this issue, we decided to focus only on those
individuals that have a birth year later than 1959 (i.e. we don’t expect that many scholars
would have a publication before their 20’s) and a PhD year also later than 1980 (same criteria

' Although this term has also been proposed for the time since the PhD has been awarded (Bar-Ilan, 2014). Some
other studies have also focused on the starting year of publication of individuals as proxies of age (Fronczak,
Fronczak & Holyst, 20006).

* Due to space restrictions, in this paper we focus only on the first publication year as a proxy, and leave for a
further version of this paper the consideration of other bibliometric variables.

> The Classification of Instructional Programs (CIP) is developed by the U.S. Department of Education's
National ~Center for  Education  Statistics (NCES). More details can be found at:
http://nces.ed.gov/pubs2002/cip2000/

989



as before). As a result of this filtering we ended up with 3,596 scholars that are the final
dataset of our analysis.

Main results

This section presents the main results of the analysis. In Appendix 1 the descriptive scores are
presented. Results show that there are differences in individual productivity by domain, which
is of course not a surprise. For instance scholars from the Basic Medical Sciences and Health
sciences exhibit the highest number of WoS papers, while Humanities the lowest. Similarly,
the median birth year of the whole sample is 1965, although there are small differences by
domain, with Basic Medical Sciences with the oldest individuals (median=1964) and Social
Sciences the youngest (median=1967). The median PhD year of the whole sample is 1998,
with the Basic Medical Sciences as the oldest median (1994) and domains such as Business &
Management, Education, Non-health professionals getting their PhD on median in 1998.
Regarding the time between the birth of the scholars and the time of their first publication,
scholars from Basic Medical Sciences, Engineering, Health Sciences and Science are on
median the fastest (32 years) while scholars from Business & Management, Education or
Humanities are slower (35 years). From the PhD to the first publication, the fastest are the
scholars in Health Sciences (1 year) and the slowest the Humanities (4 years). It is important
to keep in mind that here we also have cases with negative values, which means that
researchers publish publications before their PhD date; a finding coherent with Lariviere
(2012).

Relationship between the different ages

In Appendix 2 we present the main correlations between the different ages of the scholars. In
Figure 1 a summary of the correlations is presented. In general, there is a reasonably good
correlation between birth year and PhD year, and the two real ages of the scholars have
moderate correlations with YFP, although the PhD year has a generally better correlation with
YFP than the Birth Year. These results suggest that it is reasonable to consider the YFP as a
proxy of the scientific age of the researchers.

# Birth Year vs. PhD year

= PhD year vs. First pub. Year

Pearson correlation

@ Birth Year vs. First pub. Year

Figure 1. Pearson correlation values of the different ages — by disciplines and all disciplines
combined.
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YFP as a proxy of the age of researchers

Considering the moderate correlations between the YFP and the real ages of the researchers,
we explore the dispersion of the scholars by the different ages. In Figure 2 box plots of each
of the three variables (YFP, Birth year and PhD year) grouped by the combination of the same
variables are presented. Thus it is possible to understand how scholars distribute across the
different ages.
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Figure 2. Box plot distribution of scholars across the different ages (all scholars together).

The two graphs on top of Figure 2 present boxplots of YFP observations grouped by each
distinct birth year and PhD year. In the case of the birth year, it is possible to see how the
earlier the year of birth the larger the variation of the YFP, thus indicating how researchers of
all ages start their publication activities at different points in their lives, although the majority
(i.e. the ‘box’ in the graph) tends to concentrate in a range of 5 to 10 years. The YFP median
also tends to increase as the birth year increases. In the case of the PhD year we see also a
quite disperse distribution of the first publication year of the scholars, although (with the
exception of some irregularities among the scholars with the earliest PhD years) we notice a
stepper increase in the median value of the YFP as the PhD year increases.

The graphs on the bottom of Figure 2 show the distribution of the two real ages (birth and
PhD years) as a function of the YFP. Here we can also see an important dispersion of scholars
across the two ages. However, in order to summarize the results of these two graphs, in Figure
3 we present the interquartile ranges (i.e. range of the number of years that include the 50% of
all the observations), thus allowing to identify where most of the scholars are located in the
distribution as a function of their first publication year.
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Figure 3. Interquartile range (in number of years) for Birth year and PhD year as a function of
YFP.

Figure 3 shows that the interquartile range in all cases is smaller than 10 years for any of the
two ages considered. Actually the average for all the YFP years considered is 4.9 years for
both ages (with a median of 5). Thus, a possible interpretation of this result is that if we
would only count with the YFP of the scholars, with a range of around 5-10 years we would
be able to capture the real age of about 50% of all the scholars who started to publish that
year.

Exploring a predictive model for the age of scholars based on bibliometric indicators

In this section a more predictive approach is presented. We are interested in estimating the
birth and PhD years of a generic researcher by using the YFP indicator in our data sample.
Numerous approaches can be taken, from the selection of different models and independent
variables that could influence the two ages. In the present study we choose the simple linear
regression model, with the average birth year and the average PhD year as dependent
variables and the YFP as the independent variable. We will therefore infer on the average
birth and PhD year of a scholar, and Figures 4 and 5 provide the linear regression fit of the
two models, along with confidence and prediction intervals.

Using linear regression analysis the average ages (birth year and PhD year) of the whole list
of scholars are fitted, including a 95% confidence interval as well as a 95% prediction
interval. Although both intervals account for the uncertainty of the regression parameter
estimates, there is an important distinction between the two intervals. The confidence interval
is supposed to cover the true average birth year (of all the scholars in the statistical
population) with high probability in 95% of the cases. The prediction interval provides limits
on a future sampled observation that is an average of a given number of scholars from the set
of all the scholars in the world. The prediction intervals refer then to actual observations in
the data, and hence account also for the variation in the data, whereas the confidence intervals
refer to the population’s (of all scholars) average birth year. The prediction intervals are
always larger than the confidence intervals.
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Figure 4. Average birth year by YFP, fitting a regression line and 95% confidence and
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Figure 5. Average PhD year by YFP, fitting a regression line and 95% confidence and prediction
intervals.

The main difference with bottom graphs in Figure 2 is that here the target is to estimate the
average age of scholars from a given YFP. For example, in Figure 4 we can see how for
scholars with a YFP=1995 their average birth year would be 1963, and the prediction interval
ranges between 1961 and 1965. A similar pattern is observed in Figure 5 for PhD year (i.e.
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with YFP=1995 the average PhD year would range around a period of five years). This
suggests that we would be able to estimate the average ages of the scholars with a given YFP
within an interval of 5 years. Of course, it is important to keep in mind that this analysis is
based on the average values for all scholars, which is different from the individual prediction
of individual scholars; however the relatively short prediction intervals (around 5 years)
supports the importance of the YFP as relevant proxy for the ages of individual scholars.

Discussion and conclusions

Age is one of the most important socio-demographic determinants of researchers’ activities,
funding, output and impact. However, the lack of systematically recorded information on the
age (real or academic) of researchers makes the need of developing reliable and valid proxies
a priority. So far, the age of the first publication of individual scholars has been frequently
considered as a proxy of the real age of scholars; however its validity has never been tested.
Based on a sample of Quebec researchers for whom their actual birth year, PhD year as well
as the year of their first publication are known, a study on the relationships among these ages
has been performed.

The three ages correlate moderately well, birth year and PhD year have a good relationship,
and YFP has moderate correlations with the other two ages, particularly with the PhD year. It
is also possible to detect an important dispersion of scholars across the different ages,
indicating that new authors (and new researchers) basically can come from a wide range of
years. This means that, in spite of the moderate correlation between the YFP and the other
ages, the YFP can only be considered as a proxy for researchers’ age, as it does mix
researchers with different birth and PhD years. The consideration of cohorts of years seems to
be a more reasonable alternative. Thus, it is possible to argue that considering authors who
started to publish in a given year, the majority of these scholars would have ages (birth and
PhD) within a range of 5 to 10 years.

It is important also to highlight some of the limitations of this study. In the first place, we are
working with a dataset of scholars from only one location (Quebec in Canada), so we need to
keep in mind the limitations of the representativeness of our sample for the whole world.
Thus, issues related with the changes and internal evolution of PhD programs could partly
influence the results and hinder their generalization. Secondly, WoS is the only database
considered for the determination of the YFP, however scholars can publish outputs not
covered by this database, which is likely the case in Quebec, whose local literature in the
social sciences and humanities is highly relevant (Lariviére & Macaluso, 2011). Thirdly, in
this study we haven’t explored differences across fields, but arguably there are differences in
the relationship between the ages and the first publication year of the scholars as disciplinary
differences in individual productivity have been also discussed (Ruiz-Castillo & Costas,
2014).

All in all, considering the limitations previously exposed, our results are still policy-relevant
and support the idea that the first publication year(s) of individual scholars can work as a
reasonable proxy as their age, particularly when considering cohorts of researchers. For the
final version of the paper other approaches will be also considered, including the analysis of
the positions of the scholars in the papers (as these positions are related with the age of
scholars (Costas & Bordons, 2011), other bibliometric indicators (e.g. the total number of
publications of a scholar and total number of citations, which are age dependent) as well as
the different disciplines of scholars. Finally, the consideration of other datasets from other
countries and/or disciplines is an important development in order to globally validate the
different tests and models obtained and to establish a more generalizable approach for the
estimation of ages based on bibliometric data. A potential recommendation derived from this
study is the relevance of incorporating information about the age, PhD year, gender and other
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demographic characteristics in modern Research Information Systems (RIS). This would
allow for more accurate studies of the demographics and changes in the trends of scientific
productivity of individual scholars.
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Appendix 1. Main descriptive values

Birth PhD
Birth PhD year year

Disciplinary division year year YFP P to YFP to YFP

Basic  Medical | N 713 713 713 713 713 713
Sciences Mean 1993.66 | 1964.72 | 1997.01 | 52.54 32.29 3.34
Std. Deviation 4.503 3427 | 4.835| 6727 4.58 5.54

Median 1994.00 | 1964.00 | 1997.00 | 30.00 32 3

Minimum 1983 1960 1980 1 20 -13

Maximum 2005 1976 2008 788 46 21

Business & | N 243 243 243 243 243 243
Management Mean 1997.50 | 1965.92 | 2000.56 | 10.92 34.64 3.05
Std. Deviation 4.427 4313 | 4.476 | 12.405 431 4.269

Median 1998.00 | 1965.00 | 2001.00 7.00 35 3

Minimum 1983 1960 1986 1 25 -10

Maximum 2005 1976 2012 96 49 27

Education N 47 47 47 47 47 47
Mean 1997.38 | 1965.49 | 2001.04 8.43 35.55 3.66

Std. Deviation 3.943 4117 | 5254 | 13.333 5.71 3.93

Median 1998.00 | 1965.00 | 2001.00 4.00 35 3

Minimum 1989 1960 1986 1 25 -5

Maximum 2003 1974 2010 70 48 12

Engineering N 514 514 514 514 514 514
Mean 1996.38 | 1966.27 | 1998.67 | 38.08 32.40 2.30

Std. Deviation 4.713 4488 | 4509 | 48.889 436 4.19

Median 1996.00 | 1966.00 | 2000.00 | 24.50 32 2

Minimum 1982 1960 1985 1 22 -11

Maximum 2005 1977 2009 692 44 17

Health Sciences | N 292 292 292 292 292 292
Mean 1996.89 | 1965.45 | 1998.10 | 49.80 32.65 1.20

Std. Deviation 4.183 4006 |  4.800 | 72.488 5.13 476

Median 1997 1965 1998 30 32 1

Minimum 1985 1960 1984 1 22 -13

Maximum 2005 1976 2012 788 49 18

Humanities N 347 347 347 347 347 347
Mean 1996.78 | 1965.76 | 2001.11 3.91 35.35 432

Std. Deviation 4.341 4115 | 4382 5338 4.52 4.19

Median 1997 1965 2001 2 35 4

Minimum 1986 1960 1986 1 24 -6

Maximum 2005 1978 2012 65 47 20

Non-Health N 112 112 112 112 112 112
Professional Mean 1997.84 | 1965.52 | 2001.21 | 10.30 35.70 3.36
Std. Deviation 4.594 4480 | 5070 | 14.222 5.84 4.89

Median 1998 1965 | 2001.5 4 35 3
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Birth PhD
Birth PhD year year
Disciplinary division year year YFP P to YFP to YFP
Minimum 1985 1960 1990 1 24 -6
Maximum 2005 1977 2012 70 51 21
Sciences N 826 826 826 826 826 826
Mean 1995.35 | 1965.88 | 1997.92 | 36.45 32.04 2.57
Std. Deviation 4.441 4287 | 4.860 | 48.406 4.67 437
Median 1996 1965 1999 | 25.00 32 3
Minimum 1985 1960 1982 1 22 -11
Maximum 2005 1977 2012 775 46 17
Social Sciences | N 502 502 502 502 502 502
Mean 1997.36 | 1966.75 | 1999.66 | 15.87 | 32.9084 | 2.3008
Std. Deviation 425 433 453 | 19.11 436 3.7
Median 1998.00 | 1967.00 | 2000.00 | 10.00 33 2
Minimum 1987 1960 1986 1 23 -11
Maximum 2005 1977 2012 204 48 15
Total N 3596 3596 3596 | 3596 3596 3596
Mean 1995.95 | 1965.77 | 1998.73 | 32.04 32.97 2.78
Std. Deviation 4.64 4.18 489 | 50.56 4.77 4.60
Median 1996 1965 1999 17 33 3
Minimum 1982 1960 1980 1 20.00 -13.00
Maximum 2005 1978 2012 788 51.00 27.00
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Appendix 2. Pearson correlations by ages

Birth PhD
Division Ages year YFP | year
Birth year 1.000 | 0.426 0.627
Basic Medical |_First publication year 0.426 | 1.000 0.297
Sciences PhD year 0.627 | 0.297 1.000
Birth year 1.000 | 0.521 0.656
Business & |_First publication year 0.521 | 1.000 0.540
Management PhD year 0.656 | 0.540 1.000
Birth year 1.000 | 0.277 0.686
First publication year 0.277 | 1.000 0.670
Education PhD year 0.686 | 0.670 1.000
Birth year 1.000 | 0.531 0.800
First publication year 0.531 | 1.000 0.588
Engineering PhD year 0.800 | 0.588 1.000
Birth year 1.000 | 0.333 0.530
First publication year 0.333 | 1.000 0.444
Health Sciences PhD year 0.530 | 0.444 1.000
Birth year 1.000 | 0.435 0.733
First publication year 0.435 | 1.000 0.538
Humanities PhD year 0.733 | 0.538 1.000
Birth year 1.000 | 0.258 0.605
Non-Health First publication year 0.258 | 1.000 0.492
Professional PhD year 0.605 | 0.492 1.000
Birth year 1.000 | 0.484 0.793
First publication year 0.484 | 1.000 0.561
Sciences PhD year 0.793 | 0.561 1.000
Birth year 1.000 | 0.517 0.768
First publication year 0.517 | 1.000 0.646
Social Sciences PhD year 0.768 | 0.646 1.000
Birth year 1.000 | 0.457 0.711
First publication year 0.457 | 1.000 0.535
Total PhD year 0.711 | 0.535 1.000
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Abstract

With the availability of vast collection of research articles on internet, textual analysis is an increasingly
important technique in scientometric analysis. While the context in which it is used and the specific algorithms
implemented may vary, typically any textual analysis exercise involves intensive pre-processing of input text
which includes removing topically uninteresting terms (stop words). In this paper we argue that corpus specific
stop words, which take into account the specificities of a collection of texts, improve textual analysis in
scientometrics. We describe two relatively simple techniques to generate corpus-specific stop words; stop words
lists following a Poisson distribution and keyword adjacency stop words lists. In a case study to extract
keywords from scientific abstracts of research project funded by the European Research Council in the domain
of Life sciences, we show that a combination of those techniques gives better recall values than standard stop
words or any of the two techniques alone. The method we propose can be implemented to obtain stop words lists
in an automatic way by using author provided keywords for a set of abstracts. The stop words lists generated can
be updated easily by adding new texts to the training corpus.

Conference Topic
Methods and techniques

Introduction

Textual analysis -also referred to as "lexical analysis"," text mining", "co-word analysis" or
"linguistic network"- has a long tradition in scientometric analysis. Earlier references can be
found in the pioneering work of Eugene Garfield and others (see Garfield, 1967) studying the
potential of citation analysis in information retrieval as compared to methods based on terms
frequencies. Callon et al. (1983, 1986) introduced the concept of co-word analysis in science
and technology studies. This technique was further developed and popularized in
scientometrics by the work of Leydesdorff (1989) and researchers at the Center for Science
and Technology Studies (CWTS) at the Leiden University (Noyons & van Raan, 1998).

With the availability of vast collections of research articles and better and faster computer
tools, which help text analysis, the technique has firmly established itself in scientometric
analysis. Nowadays it is used in various contexts: to study the thematic proximity in a
collection of documents; to map scientific papers based on concept maps; to detect dynamics
and trends of research based, for example, on centrality of concepts or to characterise a
particular research community, by identifying relationships between the terms it uses.

While textual analytical techniques differ in degree of complexities and approaches they take,
virtually all of them require relatively intensive pre-processing of the input texts. Typically,
the following steps are involved in the pre-processing: (1) tokenization, (2) converting to
lower case, (3) stemming and (4) removing stop words. For this last step, researchers typically
use standard stop words lists obtained from texts in many different domains.

In this paper we argue that using corpus specific stop words might help the textual analysis.
The paper is divided in four parts. The next section reviews briefly existing work on stop
words and describes in detail two, relatively simple methods, to extract corpus specific stop
words. In the subsequent, third, section we present a case study to illustrate the benefits of
corpus specific stop words over more general stop words. The concluding remarks discuss
limitations and point to future directions.
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Related Work

When researchers in scientometrics started using textual analysis, they were standing in long
tradition of information retrieval research. Early studies of word frequencies in a text or
collection of documents appeared in the last century, when George K. Zip formulated an
empirical law that relates terms frequencies (tf) to rank in a frequency ordered word list (Zip,
1932). This frequency characterisation was used later by Hans Luhn to obtain statistical
information of words in texts and to compute a relative measure of the significance of
individual words and phrases (Luhn, 1958). Using this measure Luhn hypothesized that the
most discriminant words are those appearing in the middle of the frequency rank. Salton went
a step further by incorporating the document frequency (df) as a measure of the
discriminatory capacity of the words (Salton & Young, 1973). They suggested that words can
appear in a document collection either in a random manner or concentrated in a few
exemplars and they proposed the product of the term frequency times the inverse document
frequency (tf « idf) as a measure of the degree of significance: the words appearing in many
documents (df high) or with a low presence (tf low) are considered stop words. Based on
these frequency descriptions Christopher Fox elaborated in the 90's a list containing stop
words (Fox, 1990) extracted from the Brown Corpus of English literature. Although these
stop words can be considered the standard or classical list and they have been frequently used,
we note two limitations: first they are quite outdated and second they may be too general to
take into account the specificities of a collection of texts. They may not be suitable to filter
out words belonging to specific research fields or words of recent apparition. As Makrehchi &
Kamel (2008) suggest, specific stop words differ from one domain to another.
Several methodologies have been proposed recently to create new stop words lists,
customized to particular corpus. Among them, two proposals attracted our attention due to
their relative simplicity.
On one hand, an unsupervised method to compute stop words lists arises from the study of the
statistical distribution of words, by Church, K. and Gale, W. (1995) and their hypothesis that
common stop words follow a Poisson distribution. This has been used to create a stop word
list for particular Polish texts (Jungiewicz & Lopuszynski, 2014). We call this approach the
Poisson stoplist.
Under this hypothesis one assumes that the document frequency of words (df) in a corpus can
be estimated (dfe) from their term frequency (tf) and the total number of documents (N) by
using the probability theory:

dfe

TZl_P(O)’

where P(0) is the probability of not appearing the word. Assuming a Poisson distribution for
stop words, the probability of k instances of a word is given by:

e Hx pk

P(k,p) = T

where p is the average number of instances per document:
tf
=N

The relation dfe/df is supposed to be close to 1 for randomly distributed terms (stop words)
and shows an increase for highly cluttered terms (keywords); although this depends on the
corpus, as Jungiewicz and Lopuszynski found when computing their stop word lists for legal
texts from the public procurement domain. They realised that their most common stop words
had a high variability in their distribution and replaced the Poisson assumption with a
negative binomial distribution, which allows a larger variance.
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On the other hand, S. Rose et al. (2010) proposed an unsupervised, domain and language
independent method to extract keywords from individual texts called RAKE (Rapid
Automatic Keyword Extraction) and a supervised method to elaborate stop word lists based
on the intuition that words adjacent to keywords tend to be stop words.

RAKE uses stop words to parse the text and extract candidate key phrases (consisting in one
or more words). The key phrases are then scored by computing word co-ocurrences and using
a metric that favours words belonging to long key phrases. The top T candidates are chosen as
keywords (key phrases).

The method proposed by S. Rose to extract stop words from a corpus resorts on accumulating
for each word its 'adjacency frequency' (af) and 'keyword frequency' (kf), together with the
term frequency (tf) and document frequency (df). Then, given a selection threshold n, the
most frequent words with af > kf are chosen as stop words. This method is called by the
author keyword adjacency stoplist (because it includes primarily words that are adjacent to
and not within keywords: Rose et al. 2010, p. 14). We refer to this method as RAKE stoplist in
this paper.

Case Study: stop list for a collection of abstracts of funded projects

To study the suitability of the above described methodologies and create our own stop words
list we applied them to a corpus from abstracts of projects, funded by the European Research
Council, in the Life Sciences domain. This corpus consists of 1579 projects covering diverse
research areas. The table 1, shows the number of project abstracts by each research area
(which corresponds to the scientific panel in which the project was evaluated).

Table 1. Overview of the corpus of abstracts used in the case study

Scientific areas abstracts %
Molecular and structural biology and biochemistry 176 11.1
Genetics, genomics, bioinformatics and systems biology 178 11.1
Cellular and developmental biology 164 10.4
Physiology, pathophysiology and endocrinology 176 11.15
Neurosciences and neural disorders 217 13.7
Immunity and infection 168 10.6
Diagnostic tools, therapies and public health 209 13.2
Evolutionary, population and environmental biology 168 10.6
Applied life sciences and biotechnology 115 7.3

Creating stop words
We randomly chose 80% of the abstracts as a training set and the other 20% as a test set.

Following the algorithms outlined in Rose et al. 2010, we wrote a program in Python to create
a table (which we call Frequency table) with all the words (12621 in total) of the training set
that contains the words, term frequencies (tf), document frequencies (df), keyword
frequencies (kf) and adjacent frequencies (af).

This table was used to create both the Poisson stoplist and the RAKE stoplist. For the later, we
set various thresholds to obtain the top n words with the highest term frequency.

Evaluating the stopwords

To evaluate if the corpus-specific stop words improve textual analysis, we use them in
extracting keywords. We compare the keywords extracted using those stop words with
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author-provided keywords. The idea is that, depending on the stop words used, the keywords
extracted will match more or less the ones provided by the authors and the higher the share of
matched keywords the better the stop words list.
It should be noted that author-provided keywords do not necessary contain words which also
appears in the abstracts. In our corpus, out of 7845 keywords given by the authors only 3494
(44.5 %) where encountered in the abstracts. This means that the precision and F-measure
need to be taken into account with care and thus we have not used them for the evaluation of
the quality of the stop words list, resorting only to the recall measure, computed as the
relation between the total number of correct extracted keywords and the total number of
keywords given by the authors, that appear in the abstracts.
We compared the keywords provided by authors with the keywords extracted using the
following lists of stop words

1. Standard Fox stop words list

2. Stop words list created using the Poisson distribution hypothesis (Poisson stoplist)

3. Stop words list computed using keyword adjacency (RAKE stoplist)

4. Stop words lists computed using combinations of Fox, Poisson and RAKE
For keywords extraction we used a Python implementation of the RAKE algorithm
(https://github.com/aneesha/RAKE)

1. Fox stoplist
This list serves as a baseline for our work and the computation of the recall of the keywords

extracted using RAKE algorithm does not need to tune any parameter. The recall obtained is
56.42%.

2. Poisson stoplist

To extract the stop words using this approach we need first to set the threshold for the relation
dfe/df. To do that we computed the mean and standard deviation of the dfe/df for all the
Fox stop words that appear in the training set. Figure 1 shows the plot of these values, where
the mean (dfe/df) + std(dfe/df) is 1.55. There are only 14 Fox stop words excluded from
the list and apart from the words (ordering, right and small) their term frequency is very low.
We have used this threshold to obtain the stop words from our training data appearing in at
least 10 documents (df>10) and we have obtained a list of 2008 words that gives a recall of
58.25% in our test set, which is better than the Fox stoplist.

3. RAKE stoplist

To use the RAKE approach we extracted all the words from the training set with af>kf and
created an ordered table, sorted in descending order of word occurrence (tf). This table
consisted in a list of 2045 candidate stop words. To choose the top best frequency rank we
tested subsets of these lists and computed their recall values. The result obtained using all the
words in the list was 45.42 % of recall and the results improved by removing words from the
list, having a peak at a 53.31% of recall, when using the first 185 words of the rank.
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Figure 1. Fox stoplist dfe/df values found in the training corpus. Just a few words are above the
standard deviation limit, and they are rarely found (tf very low).

4. Combinations Poisson and RAKE

Since the RAKE stoplist gave us worse results than the Fox stoplist, we tried to combine them
with the Poisson approach (RAKE-Poisson) and we extracted the words with df>10,af>kf and
dfe/df<1.55. This improved the previous results, giving a recall of 62.34%. Note that the
condition dfe/df> r can also be seen as an adaptive threshold on tf, since, under the Poisson
distribution, it can also be expressed as:

tf>N*ln<(%)r—1>,

and instead of choosing a minimum common tf for all the words, we adapt the tf to each
word's df. In Figure 2 we have plotted the df of the RAKE stop words (tf>0) , together with
the Fox stop words found in the RAKE stoplist. Also we plotted the dfe/1.55 curve which
shows the limit above which the words belong to RAKE-Poisson stoplist.

After inspecting the frequencies of the RAKE-Poisson stop words we found words expected
to appear in Life Sciences texts and we questioned ourselves if their removal from the stoplist
would improve the recall results. To check it we removed them by hand and the recall
increased to 64.56 %. A more detailed inspection of the stoplist frequencies allowed us to see
that just a few words (6 in total) belong to the life sciences domain (genetic, disease, protein,
molecular, gene, cell), all them with kf>60 had a 1.1<dfe/df <1.55. In all them the af/kf
relation was less than 5 (af/kf<5). This data gave us the intuition that we needed to decrease
the dfe/df threshold and also to be more strict on the af/kf condition, so we tested a stoplist
consisting in the RAKE intersection with Poisson stoplist (df>10 and af>5*kf and dfe/df<1.2)
which gave a recall of 68.69%, being this the best result. We call it the RAKEm-Poisson
stoplist.
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Figure 2. RAKE and Fox stop words. We can see that the Fox stop words follow the Poisson
distribution better than the RAKE stop words, which appear more concentrated at low df
values.

Conclusion

Our aim is to obtain stop words that help to provide meaningful and significant keywords that
summarize the texts; the validation of the stoplists we did was based using the author given
key phrases which most of the times had fewer words than the ones obtained using RAKE.
We think that this circumstance is favouring standard stoplists since they will still produce
single word keywords given by authors and end up yielding overall recall values similar to
specific domain stoplists. Therefore we plan as a future work to use measures that evaluate
semantic value of the key phrases.

We would like to remark that the RAKE-Poisson stoplist can be obtained from the word
frequencies and the author keywords, without further human intervention. Our future work
involves also the automatization of the computation of the best af/kf and dfe/df thresholds to
generate the RAKEm-Poisson stoplists.
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